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Abstract. Given a connected vertex-weighted graph G, the maximum weight in-
ternal spanning tree (MaxwIST) problem asks for a spanning tree of G that maximizes
the total weight of internal nodes. This problem is NP-hard and APX-hard, with the
currently best known approximation factor 1/2 (Chen et al., Algorithmica 2019). For
the case of claw-free graphs, Chen et al. present an involved approximation algorithm
with approximation factor 7/12. They asked whether it is possible to improve these
ratios, in particular for claw-free graphs and cubic graphs.

For cubic graphs we present an algorithm that computes a spanning tree whose
total weight of internal vertices is at least 3

4 − 3
n times the total weight of all vertices,

where n is the number of vertices of G. This ratio is almost tight for large values of n.
For claw-free graphs of degree at least three, we present an algorithm that computes
a spanning tree whose total internal weight is at least 3

5 − 1
n times the total vertex

weight. The degree constraint is necessary as this ratio may not be achievable if we
allow vertices of degree less than three.

With the above ratios, we immediately obtain better approximation algorithms with
factors 3

4 − ϵ and 3
5 − ϵ for the MaxwIST problem in cubic graphs and claw-free graphs

having no degree-2 vertices, for any ϵ > 0. The new algorithms are short (compared
to that of Chen et al.) and fairly simple as they employ a variant of the depth-first
search algorithm. Moreover, they take linear time while previous algorithms for similar
problem instances are super-linear.
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1 Introduction

The problems of computing spanning trees with enforced properties have been well studied in the
fields of algorithms and graph theory. In the last decades, a number of works have been devoted
to the problem of finding spanning trees with few leaves. Besides its own theoretical importance
as a generalization of the Hamiltonian path problem, this problem has applications in the design
of cost-efficient communication networks [17] and pressure-consistent water supply [3].

The problem of finding a spanning tree of a given graph having a minimum number of leaves
(MinLST) is NP-hard—by a simple reduction from the Hamiltonian path problem—and cannot
be approximated within a constant factor unless P = NP. From an optimization point of view, the
MinLST problem is equivalent to the problem of finding a spanning tree with a maximum number
of internal nodes (the MaxIST problem). The MaxIST is NP-hard—again by a reduction from the
Hamiltonian path problem—and APX-hard as it does not admit a polynomial-time approximation
scheme (PTAS) [14]. Although the MinLST is hard to approximate, there are constant-factor
approximations algorithms for the MaxIST problem with successively improved approximation
ratios 1/2 [15, 17], 4/7 [16] (for graphs of degree at least two), 3/5 [11], 2/3 [12], 3/4 [14], and
13/17 [4]. The parameterized version of the MaxIST problem, with the number of internal vertices
as the parameter, has also been extensively studied, see e.g. [3, 7, 8, 13, 15].

This paper addresses the weighted version of the MaxIST problem. Let G be a connected
vertex-weighted graph where each vertex v of G has a non-negative weight w(v). The maximum
weight internal spanning tree (MaxwIST) problem asks for a spanning tree T of G such that the
total weight of internal vertices of T is maximized.

The MaxwIST problem has received considerable attention in recent years. Let n and m denote
the number of vertices and edges of G, respectively, and let ∆ be the maximum vertex-degree in
G. Salamon [16] designed the first approximation algorithm for this problem. Salamon’s algorithm
runs in O(n4) time, has approximation ratio 1/(2∆ − 3), and relies on the technique of locally
improving an arbitrary spanning tree of G. By extending the local neighborhood in Salamon’s
algorithm, Knauer and Spoerhase [11] obtained the first constant-factor approximation algorithm
for the problem with ratio 1/(3 + ϵ), for any constant ϵ > 0.

Very recently, Chen et al. [5] present an elegant approximation algorithm with ratio 1/2 for the
MaxwIST problem. Their algorithm, which is fairly short and simple, works as follows. Given a
vertex-weighted graph G, they first assign to each edge (u, v) of G the weight w(u) + w(v). The
main ingredient of the algorithm is the observation that the total internal weight of an optimal
solution for the MaxwIST problem is at most the weight of a maximum-weight matching in G.
Based on this, they obtain a maximum-weight matching M and then augment it to a spanning
tree T in such a way that the heavier end-vertex of every edge of M is an internal node in T . This
immediately gives a 1/2 approximate solution for the MaxwIST problem in G. The running time
of the algorithm is dominated by the time of computing M which is O(nmin{m log n, n2}).

The focus of the present paper is the MaxwIST problem in cubic graphs (3-regular graphs)
and claw-free graphs (graphs not containing K1,3 as an induced subgraph). We first review some
related works for these graph classes, and then we provide a summary of our contributions.

1.1 Related works on cubic graphs and claw-free graphs

The famous Hamiltonian path problem is a special case of the MaxIST problem that seeks a
spanning tree with n− 2 internal nodes, where n is the total number of vertices. The Hamiltonian
path problem is NP-hard in cubic graphs [9] and in line graphs (which are claw-free) [2]. Therefore,
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the MaxIST problem (and consequently the MaxwIST problem) is NP-hard in both cubic graphs
and claw-free graphs.

For the unweighted version, Salamon and Wiener [17] present approximation algorithms with
ratios 2/3 and 5/6 for the MaxIST problem in claw-free graphs and cubic graphs, respectively.
Although the first ratio has been improved to 13/17 (even for arbitrary graphs) [4], the ratio 5/6 is
still the best known for cubic graphs. Binkele-Raible et al. [3] studied the parameterized version of
the MaxIST problem in cubic graphs. They design an FPT-algorithm that decides in O∗(2.1364k)
time whether a cubic graph has a spanning tree with at least k internal vertices. The Hamiltonian
path problem (which is a special case with k = n − 2) arises in computer graphics in the context
of stripification of triangulated surface models [1, 10]. Eppstein studied the problem of counting
Hamiltonian cycles and the traveling salesman problem in cubic graphs [6].

For the weighted version, Salamon [16] presented an approximation algorithm with ratio 1/2
for the MaxwIST problem in claw-free graphs (this is obtained by adding more local improvement
rules to their general 1/(2∆ − 3)-approximation algorithm). In particular, they show that if a
claw-free graph has degree at least two, then one can obtain a spanning tree whose total internal
weight is at least 1/2 times the total vertex weight. Chen et al. [5] improved this approximation
ratio to 7/12; they obtain this ratio by extending their own simple 1/2-approximation algorithm for
general graphs. In contrast to their first algorithm which is simple, this new algorithm (restricted
to claw-free graphs) is highly involved and relies on twenty-five pages of detailed case analysis.

For the MaxwIST problem in cubic graphs, no ratio better than 1/2 (which holds for gen-
eral graphs) is known. Chen et al. [5] asked explicitly whether it is possible to obtain better
approximation algorithms for the MaxwIST problem in cubic graphs and claw-free graphs.

1.2 Our contributions

We study the MaxwIST problem in cubic graphs and claw-free graphs. We obtain approximation
algorithms with better factors for both graph classes. For cubic graphs we present an algorithm,
namely A1, that achieves a tree whose total internal weight is at least 3

4 −
3
n times the total vertex

weight. This ratio (with respect to the total vertex weight) is almost tight if n is sufficiently large.
For claw-free graphs of degree at least three we present an algorithm, namely A2, that achieves

a tree whose total internal weight is at least 3
5 − 1

n times the total vertex weight. This ratio (with
respect to the total vertex weight) may not be achievable if we drop the degree constraint.

With the above ratios, immediately we obtain better approximation algorithms with factors
3
4 − ϵ and 3

5 − ϵ for the MaxwIST problem in cubic graphs and claw free graphs (without degree-2
vertices). For cubic graphs if n ⩽ 3

ϵ then we find an optimal solution by checking all possible
spanning trees, otherwise we run our algorithm A1. This establishes the approximation factor
3
4 − ϵ. The factor 3

5 − ϵ for claw-free graphs is obtained analogously by running A2 instead.

Simplicity. In addition to improving the approximation ratios, the new algorithms (A1 and A2)
are relatively short compared to that of Chen et al. [5]. The new algorithms are not complicated
either. They involve an appropriate use of the depth-first search (DFS) algorithm that selects a
relatively-large-weight vertex in every branching step. The new algorithms take linear time, while
previous algorithms for similar problem instances are super-linear.

1.3 Preliminaries

Let G be a connected undirected graph. A DFS-tree in G is the rooted spanning tree that is
obtained by running the depth-first search (DFS) algorithm on G from an arbitrary vertex called
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the root. It is well-known that the DFS algorithm classifies the edges of an undirected graph into
tree edges and backward edges. Backward edges are the non-tree edges of G. These edges have the
following property that we state in an observation.

Observation 1 The two end-vertices of every non-tree edge of G belong to the same path in the
DFS-tree that starts from the root. In other words, one end-vertex is an ancestor of the other.

Let T be a DFS-tree in G. For every vertex v we denote by dT (v) the degree of v in T . For every
two vertices u and v we denote by δT (u, v) the unique path between u and v in T . For every edge
e in G, we refer to the end-vertex of e that is closer to the root of T by the higher end-vertex, and
refer to other end-vertex of e by the lower end-vertex.

If G is a vertex-weighted graph and S is a subset of vertices of G, then we denote the total
weight of vertices in S by w(S).

2 The MaxwIST problem in cubic graphs

Let G be a connected vertex-weighted cubic graph with vertex set V such that each vertex v ∈ V
has a non-negative weight w(v). For each vertex v let N(v) be the set containing v and its three
neighbors. Let r be a vertex of G with minimum w(N(r)). Observe that w(N(r)) ⩽ 4w(V )/n,
where n = |V |. We employ a greedy version of the DFS algorithm that selects—for the next node

of the traversal—a node x that maximizes the ratio w(x)
u(x) where u(x) is the number of unvisited

neighbors of x. If u(x) = 0 then the ratio is +∞. Let T be the tree obtained by running this
greedy DFS algorithm on G starting from r. Notice that T is rooted at r. Also notice that, during
the DFS algorithm, for every vertex x (with x ̸= r) we have u(x) ∈ {0, 1, 2}.

Figure 1: A cubic graph in which black and white vertices have weights 1 and 0, respectively.

In the rest of this section we show that T is a desired tree, that is, the total weight of internal
vertices of T is at least 3/4− 3/n times the total weight of all vertices. This ratio is almost tight
for large n. For example consider the cubic graph in Figure 1 where every black vertex has weight
1 and every white vertex has weight 0. In any spanning tree of this graph at most three-quarter of
black vertices can be internal. The following lemma plays an important role in our analysis. In the
rest of this section the expression “while processing x” refers to the moment directly after visiting
vertex x and before following its children in the DFS algorithm.
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Lemma 1 Let x0x
′
1 be a backward edge with x0 lower than x′

1. Let

δ(x0, x
′
1) = (x′

1x1, x1x
′
2, x

′
2x2, . . . , xk−1x

′
k, x

′
kxk) with k ⩾ 1

be a path in G such that each x′
ixi is a tree-edge where xi is the child of x′

i on
the path δT (x

′
i, x0), each xix

′
i+1 is a backward edge with xi lower than x′

i+1, and
u(xk) = 2 while processing x′

k. Let u(x0) be the number of unvisited neighbors of x0

while processing x′
1. Then, it holds that u(x0) ∈ {1, 2}, and

w(x1) + w(x2) + · · ·+ w(xk) ⩾
2w(x0)

u(x0)
.

Moreover, dT (xi) = dT (x
′
i) = 2 for all i ∈ {1, . . . , k − 1} if k > 1, and either x′

k is
the root or it has degree 2 in T .

x0

x′
1

x1

x′
2

x2

x′
k

xk

Proof: In the figure to the right, dotted lines represent backward edges, bold-solid lines represent
tree-edges, every normal-solid line represents a path in T , and the dashed line represents either a
tree edge or a backward edge connecting xk to a lower vertex.

First we determine potential values of u(x0). At every step of the DFS algorithm the number
of unvisited neighbors of the next node—to be traversed—is at most 2, because of the 3-regularity.
Thus, u(x0) ⩽ 2. Since x0x

′
1 is a backward edge, there is a node, say x′

0, on the path δT (x
′
1, x0)

such that x′
0x0 is a tree edge (it might be the case that x′

0 = x1). Thus at the moment x′
1 was

processed, x′
0 was an unvisited neighbor of x0, and thus u(x0) ⩾ 1. Therefore, u(x0) ∈ {1, 2}.

Now we prove the inequality. For every i ∈ {1, . . . , k} it holds that w(xi)
u(xi)

⩾ w(xi−1)
u(xi−1)

while

processing x′
i, because otherwise the greedy DFS would have selected xi−1 instead of xi. If k = 1,

then by the statement of the lemma we have u(x1) = 2 (as x′
2 is undefined), and thus w(x1)

2 ⩾ w(x0)
u(x0)

and we are done. Assume that k ⩾ 2. For every i ∈ {1, . . . , k − 1} it holds that u(xi) = 1 while
processing x′

i, because xi has a visited neighbor x′
i+1 and an unvisited neighbor which is xi’s child

on the path δT (xi, x0). For every i ∈ {2, . . . , k} it holds that u(xi−1) = 2 while processing x′
i,

because xi−1 has two unvisited neighbors which are x′
i−1 and xi−1’s child on the path δT (xi−1, x0).

By the statement of the lemma u(xk) = 2 while processing x′
k. Therefore,

w(xk) ⩾ w(xk−1),

w(x1) ⩾
w(x0)

u(x0)
, and

w(xi) ⩾
w(xi−1)

2
for i ∈ {2, . . . , k − 1}.

The above inequalities imply that

w(xk) ⩾
1

2k−2
· w(x0)

u(x0)
, and

w(xi) ⩾
1

2i−1
· w(x0)

u(x0)
for i ∈ {1, . . . , k − 1}.
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Therefore,

w(x1) + w(x2) + · · ·+ w(xk) ⩾

(
1

20
+

1

21
+ · · ·+ 1

2k−3
+

1

2k−2
+

1

2k−2

)
· w(x0)

u(x0)

= 2 · w(x0)

u(x0)
.

To verify the degree constraint notice that each vertex x ∈ {x1, . . . , xk−1, x
′
1, . . . , x

′
k−1} has a

child and a parent in T , and also it is incident to a backward edge. Therefore dT (x) = 2. The
vertex x′

k has a child in T , and also it is incident to a backward edge. If x′
k has a parent in T then

dT (x
′
k) = 2 otherwise it is the root. □

a

b′1

b1

c′1
c1

Let L be the set of nodes of T that do not have any children (the leaves); L
does not contain the root. Consider any leaf a in L. Let b′1 and c′1 be the higher
end-vertices of the two backward edges that are incident to a. It is implied from
Observation 1 that both b′1 and c′1 lie on δT (r, a). Thus we can assume, without
loss of generality, that c′1 is an ancestor of b′1.

Start from a, follow the backward edge ab′1, then follow the tree edge b′1b1
where b1 is the child of b′1 on δT (b

′
1, a), and then follow non-tree and tree edges

alternately and find the path δ(a, b′1) = (b′1b1, b1b
′
2, . . . , b

′
kbk) with k ⩾ 1, that

satisfies the conditions of the path δ(x0, x
′
1) in Lemma 1 where a plays the role

of x0, bis play the roles of xis, and b′is play the roles of x′
is. (If u(bi) < 2 while

processing b′i, then bi must be the lower endpoint of some backward edge bib
′
i+1.) Observe that

such a path exists and it is uniquely defined by the pair (a, b′1) because u(bk) = 2 while processing
b′k and dT (bi) = dT (b

′
i) = 2 for all i ∈ {1, . . . , k−1} if k > 1. While processing b′1 we have u(a) = 1.

Therefore, by Lemma 1 we get

w(b1) + · · ·+ w(bk) ⩾ 2w(a).

Analogously, find the path δ(a, c′1) = (c′1c1, c1c
′
2 . . . , c

′
lcl) with l ⩾ 1, by following the backward

edge ac′1. Since u(a) = 2 while processing c′1, Lemma 1 implies that

w(c1) + · · ·+ w(cl) ⩾ w(a).

Adding these two inequalities, we get

w(b1) + · · ·+ w(bk) + w(c1) + · · ·+ w(cl) ⩾ 3w(a). (1)

Consider the sets {b1, . . . , bk} and {c1, . . . , cl} for all leaves in L; notice that there are 2|L| sets.
All elements of these sets are internal vertices of T as they have a parent and a child. Each such
parent, possibly except the root of T , is incident to exactly one backward edge. Thus if the root
is incident to at most one backward edge, then these sets do not share any vertex. If the root is
incident to two backward edges then it has only one child in the tree which we denote it by rc.
In this case the sets can share (only) rc. Moreover only two sets can share rc (because only two
backward edges are incident to the root).

Let I be a set that contains all internal nodes of T except the root. Then V = I ∪ L ∪ {r}.
Based on the above discussion and Inequality (1) we have

w(I) ⩾ 3w(L)− w(rc) = 3 (w(V )− w(I)− w(r))− w(rc).
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By rearranging the terms and using the fact that w(N(r)) ⩽ 4w(V )/n we have

4w(I) ⩾ 3w(V )− 3w(r)− w(rc) ⩾ 3w(V )− 3w(N(r)) ⩾ 3w(V )− 12w(V )/n

Dividing both sides by 4w(V ) gives the desired ratio

w(I)

w(V )
⩾

3

4
− 3

n
.

Therefore, T is a desired tree. As discussed in Section 1.2 we obtain a
(
3
4 − ϵ

)
-approximation

algorithm for the MaxwIST problem in cubic graphs. Because of the 3-regularity, the number of
edges of every n-vertex cubic graph is O(n). Therefore, the greedy DFS algorithm takes O(n)
time.

Theorem 1 There exists a linear-time
(
3
4 − ϵ

)
-approximation algorithm for the maximum weight

internal spanning tree problem in cubic graphs, for any ϵ > 0.

A comparison. The 5/6 approximation algorithm of Salamon and Wiener [17] for unweighted
cubic graphs is also based on a greedy DFS. However, there are major differences between their
algorithm and ours: (i) The DFS algorithm of [17] selects a vertex with minimum number of
unvisited neighbors in every branching step. This criteria does not guarantee a good approximation
ratio for the weighted version. Our branching criteria depends on the number of unvisited neighbors
and the weight of a node. (ii) The ratio 5/6 is obtained by a counting argument that charges every
leaf of the DFS tree to five internal nodes. The counting argument does not work for the weighted
version. The weight of a leaf could propagate over many internal nodes, and thus to bound the
approximation ratio more powerful ingredients and analysis are required, such as our Lemma 1.

3 The MaxwIST problem in claw-free graphs

Let G be a connected vertex-weighted claw-free graph with vertex set V such that each vertex
v ∈ V is of degree at least 3 and it has a non-negative weight w(v).

Our algorithm for claw-free graphs is more involved than the simple greedy DFS algorithm for
cubic graphs. For cubic graphs we used the DFS-tree directly because we were able to charge the
weight of every internal vertex (except the root) to exactly one leaf as every internal vertex is
incident to at most one backward edge. However, this is not the case for claw-free graphs—every
internal vertex of a DFS-tree can be incident to many backward edges. To overcome this issue,
the idea is to first compute a DFS-tree using a different greedy criteria and then modify the tree.

Here we employ a greedy version of the DFS algorithm that selects a maximum-weight vertex
in every branching step. Let T be the tree obtained by running this greedy DFS algorithm on G
starting from a minimum-weight vertex r. Notice that T is rooted at r, and w(r) ⩽ w(V )/n, where
n = |V |. In the rest of this section we modify T to obtain another spanning tree T ′ whose total
internal weight at least 3/5− 1/n times its total vertex weight. This ratio may not be achievable
if we allow vertices of degree less than 3. For example consider the claw-free graph in Figure 2
where every black vertex has weight 1 and every white vertex has weight 0. In any spanning tree
of this graph at most half of black vertices can be internal.
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Figure 2: A claw-free graph in which black and white vertices have weights 1 and 0, respectively.

3.1 Preliminaries: some properties of T

The following lemma, though very simple, plays an important role in the design of our algorithm.

Lemma 2 The tree T is a binary tree, i.e., every node of T has at most two children.

Proof: If a node v ∈ T has more than two children, say v1, v2, v3, . . . , then by Observation 1
there are no edges between v1, v2, and v3 in G. Therefore, the subgraph of G that is induced by
{v, v1, v2, v3} is a K1,3. This contradicts the fact that G is claw-free. □

a2
a′2

a3
a′3

a∗

a′∗ a1
a′1

aδT (a)

x

In the following description, “a leaf of T” refers to a node
of T that does not have any children, so the root is not a
leaf even if it has degree 1. For every leaf a of T , we denote
by a1, a2, . . . , ak the higher end-vertices of the backward edges
incident to a while walking up T from a to the root. Notice
that a1, a2, . . . , ak are not necessarily consecutive on the path
from a to r. Since each vertex of G has degree at least three,
every leaf a is incident to at least two backward edges, and
thus k ⩾ 2. For each i ∈ {1, . . . , k} we denote by a′i the child
of ai on the path δT (ai, a); by Observation 1 such a path exists
(it might be the case that ai = a′i+1 for some i). Our greedy
choice in the DFS algorithm implies that for each i

w(a′i) ⩾ w(a).

In the figure to the right, dotted lines represent backward edges, bold-solid lines represent tree-
edges, and every normal-solid line represents a path in T . By Lemma 2, T is a binary tree and
thus its vertices have degrees 1, 2, and 3. For every leaf a of T , we denote by a∗ the degree-3
vertex of T that is closest to a, and by a′∗ the child of a∗ on the path δT (a∗, a); it might be the
case that a′∗ = a. If such a degree-3 vertex does not exist (T is a path), then we set a∗ to be the
root r. We refer to the path δT (a∗, a) as the leaf-branch of a, and denote it by δT (a) (because
this path is uniquely defined by a). A leaf-branch is short if it contains only two vertices a and
a∗, and it is long otherwise. A deep branching-vertex is a degree-3 vertex of T that is incident
to two leaf-branches. Thus the subtree of every deep branching-vertex has exactly two leaves. In
the figure to the right x is a deep branching-vertex, but a∗ is not. The following lemma comes in
handy for the design of our algorithm.

Lemma 3 Every internal node (of T ) is adjacent to at most two leaves (of T ) in G.

Proof: For the sake of contradiction assume that an internal node v is adjacent to more than two
leaves, say l1, l2, l3, . . . in G. By Observation 1 there are no edges between l1, l2, l3 in G. Therefore,
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the subgraph of G induced by {v, l1, l2, l3} is a K1,3. This contradicts the fact that G is claw-free.
□

It is implied by Lemma 3 that every internal node of T is an endpoint of at most two backward
edges that are incident to leaves of T .

3.2 Obtaining a desired tree from T

We assign to every vertex v ∈ V a charge equal to the weight of v. Thus every vertex v holds the
charge w(v). Notice that the total available charge is equal to the total weight of vertices of G, i.e.
w(V ). This total charge remains unchanged during our algorithm, but it will be transferred from
some internal nodes towards leaves. This charge will be used to show that the weight of internal
vertices is large enough, compared to the weight of the leaves. In a general picture, our algorithm
(described below) transfers the charges of some internal nodes towards the leaves (using Rule 1
and Rule 2 below) and at the same time modifies the tree T to obtain another tree T ′ in which
every leaf a has at least 2.5w(a) charge. The algorithm does not touch the charge of r. In the end,
T ′ would be our desired tree. Therefore, if L′ is the set of leaves of T ′ (not including r) and I ′ is
the set of internal nodes of T ′ (again not including r) then we have

w(I ′) ⩾ 2.5w(L′)− w(L′) = 1.5w(L′) = 1.5(w(V )− w(I ′)− w(r)).

By rearranging the terms and using the fact that w(r) ⩽ w(V )/n we get

2.5w(I ′) ⩾ 1.5w(V )− 1.5w(V )/n.

Dividing both sides by 2.5w(V ) gives the desired ratio

w(I ′)

w(V )
⩾

3

5
− 3

5n
>

3

5
− 1

n
.

Now we describe the algorithm in detail. In fact we show how to obtain T ′ from T . Recall a1
and a2 as the first and second end-vertices of backward edges incident to every leaf a of T . We
start by distributing the charges of internal nodes between the leaves using the following rules.
Consider every internal node q of T that is adjacent to some leaves of T through backward edges.
By Lemma 3, q can be adjacent to at most two leaves of T through backward edges.

Rule 1. If there is exactly one leaf a ∈ T such that q = ai for some i ∈ {1, 2}, then
transfer the entire charge of a′i to a. See Figure 3.

Rule 2. If there are two leaves a, b ∈ T such that q = ai = bj for some i, j ∈ {1, 2},
then transfer half the charge of a′i to a and half the charge of b′j to b (it
might be the case that a′i = b′j , for example if q has only one child). See
Figure 3.

Notice that if for some internal node q there is no leaf a ∈ T such that q = a1 or q = a2,
then we do not take any action. By the above rules, every leaf a receives at least w(a′1)/2 charge
from a′1 and at least w(a′2)/2 charge from a′2. Since w(a′i) ⩾ w(a), the leaf a receives at least w(a)
charge. Therefore a holds at least 2w(a) charge (including its own charge). To this end, by an
analysis similar to the one provided for T ′ at the beginning of this section, one can conclude that
the total internal weight of T is at least 1/2 − 1/n times the total vertex weight. This gives a
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q=ai=bj

a′i=b′j

a

q=ai

a′i

a

q=ai=bj

a′i

ab

b′j

b

Figure 3: Illustration of Rule 1 and Rule 2.

(1/2− ϵ)-approximation algorithm for the MaxwIST problem by using an argument similar to that
of Section 1.2.

We say that a leaf a ∈ T is good if it holds at least 2.5w(a) charge, and bad otherwise. If all
leaves are good then T is a desired tree, and we are done. Assume that T has some bad leaves.

Lemma 4 Every bad leaf a has the following properties:

(B1) a1 (and consequently a2) is an ancestor of a∗, and

(B2) a′2 is equal to b′j for some leaf b ̸= a and some j ∈ {1, 2}.

Proof: If property (B1) does not hold then a′1 belongs to the leaf-branch of a, and a′1 ̸= a∗. In
this case a receives the entire charge of a′1 by Rule 1. If (B2) does not hold then a receives the
entire charge of a′2 again by Rule 1. In either case, a would have at least 2.5w(a) charge, and thus
it cannot be a bad leaf. Therefore, both (B1) and (B2) hold for every bad leaf a. □

Let T ′ be a copy of T . We go through an iterative process that modifies T ′ and redistributes
charges in such a way that by the end of the process every leaf a ∈ T ′ (excluding r) holds 2.5w(a)
charge. This would establish the ratio 3/5 − 1/n as discussed earlier. We emphasize that in the
following description T is the original DFS tree and T ′ is the modified tree during the process.

a1

a∗

a
b∗

a2

b1

b2

∈E

∈E

b

Let E be the empty set. For every leaf a ∈ T if a1 and a2
are ancestors of a∗ and (a1, a2) is an edge of T then add (a1, a2)
to E; in this case we say that a introduces the edge (a1, a2) to
E. If (a1, a2) = (b1, b2) for some leaf b ̸= a, then we keep only
one instance of this edge in E and choose one of a and b as the
introducing vertex; this is consistent with the definition of “set”
as having no repetitive elements. The set E will be used to take
care of bad leaves. In Section 3.2.1 we process the edges of E
iteratively. Consider any edge (a1, a2) ∈ E and assume that it
is introduced by the leaf a. By Rule 1 and Rule 2 the charges
of a′1 and a′2 has been transferred to a (and possibly to another
leaf). The process will “release” at least half the charge of a′2.
This released half-charge will be used later in Section 3.2.2 to take care of bad leaves. During the
process, a free charge refers to the entire or a portion of an internal node’s charge that has not
been transferred to any leaf, or it was transferred but has been released later. A saturated vertex
is a deep branching-vertex that has lost an incident edge during the process (in fact that edge was
replaced by some other edge). At the beginning of the process there are no saturated vertices.
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3.2.1 Processing the edges of E

In this section we process the edges of E in such a way that by the end of the process the following
properties hold:

(E1) For any edge (a1, a2) ∈ E, its introducing leaf a is either not a leaf anymore or it has at
least 2.5w(a) charge.

(E2) Any leaf q generated during the process has at least 2.5w(q) charge.

(E3) All other leaves remain untouched and hold the charges they had before processing E.
In other words, the process does not convert a good leaf to a bad leaf.

(E4) For any edge (a1, a2) ∈ E that was processed in case 1 or in case 3 (below), a half-charge
of a′2 has been released. We will use these free half-charges to handle bad leaves that do
not introduce edges in E.

(E5) Any edge that was removed during the process belongs either to E or to a leaf-branch
(this leaf-branch corresponds to a leaf that introduces an edge in E).

Now consider any edge (a1, a2) ∈ E and assume that it is introduced by the leaf a. Depending
on whether a∗ is saturated and/or a1 is the parent of a∗ we process (a1, a2) in one of the following
three cases.

1. a∗ is not saturated. We consider two sub-cases.

1.1. δT (a) is short. Remove (a1, a2) and (a, a∗) from T ′ then add (a, a1) and (a, a2) as in
Figure 4(a). The vertex a is not a leaf anymore. Release any portion (the entire or a
half) of charges of a′1 and a′2 that are hold by a. If a∗ is a deep branching-vertex then
it becomes saturated (we say that it was saturated by a). Notice that if a was holding
any portion of a∗’s charge (this can happen if a′1 = a∗), then this charge is free now.

1.2. δT (a) is long. Let ap be the parent of a in T ; it might be the case that ap = a′∗. If
w(ap) ⩾ w(a) then transfer the charge w(ap) from ap to a and release the half-charge
of a′2 that is hold by a (although a might hold the entire charge of a′2, the release of a
half-charge suffices for the purpose of our algorithm). The vertex a is still a leaf and
now it has at least 2.5w(a) charge including its own charge; w(a) +w(ap) + 0.5w(a′1) ⩾
2.5w(a). If w(ap) < w(a) then remove (a, ap), (a1, a2) from T ′ and add (a, a1), (a, a2)
as in Figure 4(b). The vertex a is not a leaf anymore, but ap is a new leaf. Transfer
the charge w(a) from a to ap. Transfer the half-charge of a′1 from a to ap, and release
the half-charge of a′2 from a. The new leaf ap has charge at least 2.5w(ap) including its
own charge; w(ap) + w(a) + 0.5w(a′1) ⩾ 2.5w(ap). Observe that the charge of ap was
not touched by Rule 1 and Rule 2 as ap cannot be an end-vertex of any backward edge
incident to a leaf.

2. a∗ is saturated and a1 is the parent of a∗. This case is depicted in Figure 4(c). In this case
a′1 = a∗. Moreover, either a holds the entire charge of a∗, or a holds only a half-charge of a∗
and its other half-charge has been released (in case 1.1). In the latter case transfer the free
half-charge of a∗ to a. Now, a holds the entire charge of a′1 = a∗. Thus the total charge of
a is at least w(a) + w(a∗) + w(a′2) ⩾ 2.5w(a). This case is “exceptional” because it does not
satisfy property (E4) as the half-charge of a′2 (that is hold by a) has not been released.
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3. a∗ is saturated and a1 is not the parent of a∗. In this case, the entire charge of a∗ is free (either
it was free from the beginning or it was released in case 1.1). We consider two sub-cases.

3.1. δT (a) is short. If w(a∗) ⩾ w(a) then transfer the entire charge of a∗ to a, and release
the half-charge of a′2 from a. The vertex a is still a leaf and now it has at least w(a) +
w(a∗) + 0.5w(a′1) ⩾ 2.5w(a) charge. If w(a∗) < w(a) then remove (a, a∗), (a1, a2) from
T ′ and add (a, a1), (a, a2) as in Figure 4(d). The vertex a is not a leaf anymore, but
a∗ is a new leaf. Transfer the entire charge of a and the half-charge of a′1 from a
to a∗, and release the half-charge of a′2 from a. The total charge of a∗ is at least
w(a) + w(a∗) + 0.5w(a′1) ⩾ 2.5w(a∗).

3.2. δT (a) is long. If w(a∗) + w(a′∗) ⩾ w(a) then transfer the entire charges of a∗ and a′∗ to
a and release the half-charge of a′2 from a. The vertex a is still a leaf and now it has at
least w(a) + w(a∗) + w(a′∗) + 0.5w(a′1) ⩾ 2.5w(a) charge. If w(a∗) +w(a′∗) < w(a) then
remove (a∗, a

′
∗), (a1, a2) from T ′ and add (a, a1), (a, a2) as in Figure 4(e). The vertex

a is not a leaf anymore, but a∗ and a′∗ are new leaves. Transfer the entire charge of a
and the half-charge of a′1 from a to a∗ and a′∗ (in such a way that a∗ receives at least
1.5w(a∗) charge and a′∗ receives at least 1.5w(a′∗) charge), and release the half-charge
of a′2 from a. The leaves a∗ and a′∗ now have at least 2.5w(a∗) and 2.5w(a′∗) charges
respectively (including their own charges). Recall that the entire charge of a∗ is free and
observe that the charge of a′∗ was not touched by Rule 1 and Rule 2.

a

a2

a1

a∗

a2

a1

a

ap

a∗

a2

a1

a∗

a

a1

a∗

a

a2 a2

a1

a∗

a

a′∗

(a) (b) (c) (d) (e)

Figure 4: Processing the edge (a1, a2) ∈ E that is introduced by a. Bold lines represent edges.

3.2.2 Handling bad leaves

Consider the tree T ′ obtained after processing all edges of E. By property (E2) any leaf q ∈ T ′

that is generated in the above process has at least 2.5w(q) charge. By (E1) any bad leaf a ∈ T that
introduced an edge in E is either not a leaf in T ′ or it has at least 2.5w(a) charge. Therefore, these
leaves are not bad anymore. In this section we show how to take care of remaining bad leaves,
i.e., bad leaves of T that do not introduce any edge in E. Consider any such bad leaf a (which
has not introduced any edge in E). By (E3) the charge of a has not been touched, so a still holds
at least 2w(a) charge. Recall from (B1) and (B2) in Lemma 4 that a1, a2 are ancestors of a∗, and
a′2 = b′j for some leaf b ̸= a and some j ∈ {1, 2}. Since a′2 = b′j , they have the same parent in T ,
i.e., a2 = bj . Since a, a′2, b are incident to a2 and G is claw-free and (a, b) /∈ G (by Observation 1),
we should have (a, a′2) ∈ G or (b, b′j) ∈ G. We consider two cases.
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�

b a

a2

a1

b2

b1

(a, a′2) ∈ G. In this case we have a1 = a′2. Thus (a1, a2) ∈ T and
consequently (a1, a2) ∈ E. Since a has not introduced any edge in
E, the edge (a1, a2) was introduced by a leaf b ̸= a. Thus (a1, a2) =
(b1, b2) and this edge was processed. We claim that (b1, b2) was not
processed in the exceptional case 2 (where b∗ is a deep branching-vertex
that is saturated and b1 is the parent of b∗) because otherwise b∗ was
sarurated by its other branch’s leaf which is a; this contradicts the
fact that a has not introduced any edge in E. Therefore, (b1, b2) was
processed either in case 1 or in case 3. By (E4) a half-charge of b′2 = a′2
has been released from b. We transfer this free half-charge to a, so its total charge is now at
least w(a) + w(a′2) + 0.5w(a′1) ⩾ 2.5w(a).

�

b a

a2

a1

b2

b1

(a, a′2) /∈ G and (b, b′j) ∈ G. In this case a1 ̸= a′2. First assume
that j = 2. Then a2 = b2, b1 = b′2 = a′2, (b1, b2) ∈ E, and (b1, b2)
was processed. Also, b is the introducing leaf of (b1, b2) because by
Lemma 3 the node b2 cannot be incident to any leaf other than a
and b. Moreover (b1, b2) was not processed in case 2 (where b∗ is
a deep branching-vertex that is saturated) because otherwise b∗ was
saturated by its other branch’s leaf which is a; this contradicts the
fact that a has not introduced any edge in E. Therefore (b1, b2) was
processed either in case 1 or in case 3, and thus by (E4) a half-charge
of b′2 = a′2 is free. We transfer this free half-charge to a, so its total charge is now at least
w(a) + w(a′2) + 0.5w(a′1) ⩾ 2.5w(a).

Now assume that j = 1. Then a2 = b1, a
′
2 = b′1 ̸= a1, and (b, b′1) ∈ G. Our choice of b1 and b2

(as the first and second end-vertices of non-tree edges incident to b) implies that (b, b′1) ∈ T .
Thus b′1 = b∗ and δT (b) is short. Since a1 ̸= b∗ and a1 is an ancestor of a∗ (because a is bad),
a∗ is in the subtree of b∗, and thus b∗ is not a deep branching-vertex. We consider two cases.

– (b1, b2) ∈ E. Then (b1, b2) was processed. In this case b is the introducing leaf of (b1, b2)
because by Lemma 3 the vertex b1 cannot be incident to any leaf other than a and b.
Since b∗ is not a deep branching-vertex (and cannot be saturated) the edge (b1, b2) was
processed in case 1.1. In this case the charges of b′1 = a′2 = b∗ and b′2 has been released
from b. We transfer the free half-charge of b′1 = a′2 to a, so its total charge is now at
least w(a) + w(a′2) + 0.5w(a′1) ⩾ 2.5w(a).

–

b1=a2

b∗

b

b2

a

a1
a∗

x
bc

(b1, b2) /∈ E. Then (b1, b2) was not processed. The edge (b1, b∗) is
not in E because b1 cannot be incident to any leaf other than a
and b, and thus by property (E5) this edge is present in T ′. By
the same property, the edge (b, b∗) is also present in T ′ because it
could be removed only if (b1, b2) was processed. Let bc ̸= b be the
other child of b∗ in T . Either (b∗, bc) is present in T ′, or it was
removed and a new edge say (b∗, x) was added for some x in the
subtree of bc; see Figures 4(a), 4(b), 4(d) and 4(e). The latter case
could happen only if (b∗, bc) ∈ E because of (E5) and the fact that
(b∗, bc) does not belong to a leaf-branch (as a∗ is in the subtree of
bc). In either case, b∗ has degree 3 in T ′. In this setting we remove
(b∗, b1) from T ′ and add (b, b1) as in figure to the right. The vertex
b is not a leaf anymore, and no new leaf is generated. Transfer the half-charge of b′1 = a′2
from b to a. The leaf a has now at least w(a) + w(a′2) + 0.5w(a′1) ⩾ 2.5w(a) charge.
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3.3 Correctness of the algorithm and final remarks

Although the correctness of the algorithm should be clear from our construction of T ′, we briefly
describe why T ′ should be a spanning tree. This is implied by the fact that we did not “double
count” any edges: we did not remove any edge twice and did not add any edge twice. By property
(E5) any edge that was removed in Section 3.2.1 belongs either to E or to a leaf-branch. Every
edge in E is introduced by a unique leaf (this is how E was defined), and every edge of a leaf-
branch is also introduced by a unique leaf. The edge (b∗, b1) that is removed in the last sub-case
of Section 3.2.2 is uniquely introduced by b. Since these introducing leaves have been considered
only once (either in Section 3.2.1 or in Section 3.2.2), the removed edges have not been double
counted. Similarly, any edge that was added (in Section 3.2.1 or in Section 3.2.2) is incident to
these introducing leaves. Thus, the added edges have not been double counted either. Therefore,
T ′ is a spanning tree. Also, we did not generate any new charges, and only moved the existing
charges around. Moreover, by our construction, every leaf a of T ′ (except r) has at least 2.5w(a)
charge. Therefore, T ′ is a desired spanning tree, and thus the algorithm is correct.

Running-time analysis. To analyze the running time of the algorithm, let n and m be the
number of vertices and edges of G, respectively. Since G is connected, n = O(m). The greedy
DFS algorithm finds the maximum-weight unvisited neighbor of every vertex v at most two times
because the DFS-tree is a binary tree (by Lemma 2). Therefore, the time—that DFS algorithm
spends at each vertex v—is proportional to the number of neighbors of v in G. It turns out that
the greedy DFS-tree T can be computed in O(m) total time. For every leaf a ∈ T we can find the
vertex a∗ by waking up the tree from a until reaching the first degree-3 vertex. Therefore, such
degree-3 vertices can be found in O(n) total time for all leaves. To find a1 and a2 we first compute
a topological ordering T of nodes of T in such a way that for any edge of T the child comes before
its parent in the ordering. Such an ordering can be computed in O(n) time by walking up the tree
from leaves. To determine a1 and a2 we now iterate over all non-tree edges incident to a and find
the two whose end-vertices appear before others in T . Therefore, a1 and a2 can be computed in
O(m) total time for all leaves a. Having a1, a2, a∗ in hand for every leaf a, each edge processing in
Section 3.2.1 and each bad-leaf handling in Section 3.2.2 takes O(1) time because operations of this
type involve local modification of the tree. Therefore the total time of our algorithm is O(n+m).

Inclusion of degree-1 vertices. As discussed in Section 1.2, first we obtain a (3/5− ϵ) approxi-
mation algorithm for the MaxwIST problem in claw-free graphs of degree at least three. Although
the ratio 3/5− 1/n (with respect to total vertex weight) may not be achievable if we allow vertices
of degree less than 3, the approximation factor 3/5 − ϵ might be achievable. By a minor modifi-
cation to our algorithm we can get the same approximation factor even if the graph has degree-1
vertices. For the objective of the MaxwIST problem we can assume that every degree-1 vertex has
weight 0. This assumption is valid as every degree-1 vertex of G will be a leaf in every spanning
tree of G. During the algorithm we only process leafs that have at least two incident backward
edges.

The following theorem summarizes our result.

Theorem 2 There exists a linear-time
(
3
5 − ϵ

)
-approximation algorithm for the maximum weight

internal spanning tree problem in claw-free graphs having no degree-2 vertices, for any ϵ > 0.
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4 Conclusions

Although the ratio 3/4 − 3/n for cubic graphs is almost tight and cannot be improved beyond
3/4 (with respect to total vertex weight) and the ratio 3/5 − 1/n (with respect to total vertex
weight) may not be achievable for claw-free graphs of degree less than 3, approximation factors
better than 3/4 − ϵ and 3/5 − ϵ might be achievable. A natural open problem is to improve the
approximation factors further. It would be interesting to drop the “exclusion of degree-2 vertices”
from the (3/5 − ϵ)-approximation algorithm for claw-free graphs. Also it would be interesting to
see whether our proposed techniques for cubic graphs (with degree equal to 3) and claw-free graphs
(of degree at least 3) can be be combined to achieve better approximation algorithms for other
graph classes of degree at least 3.

References

[1] E. M. Arkin, M. Held, J. S. B. Mitchell, and S. Skiena. Hamiltonian triangulations for fast
rendering. The Visual Computer, 12(9):429–444, 1996. Also in ESA 1994. doi:10.1007/

BF01782475.

[2] A. A. Bertossi. The edge Hamiltonian path problem is NP-complete. Information Processing
Letters, 13(4/5):157–159, 1981. doi:https://doi.org/10.1016/0020-0190(81)90048-X.

[3] D. Binkele-Raible, H. Fernau, S. Gaspers, and M. Liedloff. Exact and parameterized algo-
rithms for max internal spanning tree. Algorithmica, 65(1):95–128, 2013. Also in WG 2009.
doi:10.1007/s00453-011-9575-5.

[4] Z. Chen, Y. Harada, F. Guo, and L. Wang. An approximation algorithm for maximum
internal spanning tree. Journal of Combinatorial Optimization, 35(3):955–979, 2018. Also in
WALCOM 2017. doi:10.1007/s10878-017-0245-7.

[5] Z. Chen, G. Lin, L. Wang, Y. Chen, and D. Wang. Approximation algorithms for the maximum
weight internal spanning tree problem. Algorithmica, 81(11-12):4167–4199, 2019. Also in
COCOON 2017. doi:10.1007/s00453-018-00533-w.

[6] D. Eppstein. The traveling salesman problem for cubic graphs. Journal of Graph Algorithms
and Applications, 11(1):61–81, 2007. Also in WADS 2003. doi:10.7155/jgaa.00137.

[7] F. V. Fomin, S. Gaspers, S. Saurabh, and S. Thomassé. A linear vertex kernel for maximum
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