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#### Abstract

A $k$-edge-coloring of a graph is an assignment of colors $\{1, \ldots, k\}$ to edges of the graph such that adjacent edges receive different colors. In the maximum $k$-edge-colorable subgraph problem we are given a graph and an integer $k$, the goal is to find a $k$-edge-colorable subgraph with maximum number of edges together with its $k$-edge-coloring. In this paper, we consider the maximum 2-edge-colorable subgraph problem and present some results that deal with the fixed-parameter tractability of this problem.
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## 1 Introduction

In this paper, we consider finite, undirected graphs that do not contain loops or parallel edges. The set of vertices and edges of a graph $G$ is denoted by $V$ and $E$, respectively. $d_{G}(u)$ denotes the degree of a vertex $u$ of $G$. Let $\delta(G)$ and $\Delta(G)$ be the minimum and maximum degree of vertices of $G$. Let $\operatorname{rad}(G)$ and $\operatorname{diam}(G)$ be the radius and diameter of $G$.

A matching in a graph $G$ is a subset of $E$ such that no vertex of $G$ is incident to two edges from it. A maximum matching is a matching that contains the largest possible number of edges.

For $k \geq 0$, a graph $G$ is $k$-edge colorable, if its edges can be assigned colors from a set of $k$ colors so that adjacent edges receive different colors. The smallest $k$, such that $G$ is $k$-edge-colorable is called chromatic index of $G$ and is denoted by $\chi^{\prime}(G)$. The classical theorem of Shannon states that for any multi-graph $G, \Delta(G) \leq \chi^{\prime}(G) \leq\left\lfloor\frac{3 \Delta(G)}{2}\right\rfloor[31,35]$. Moreover, the classical theorem of Vizing states that for any multi-graph $G, \Delta(G) \leq \chi^{\prime}(G) \leq \Delta(G)+\mu(G)[35,36]$. Here $\mu(G)$

[^0]denotes the maximum multiplicity of an edge of $G$. A multi-graph $G$ is class I, if $\chi^{\prime}(G)=\Delta(G)$, otherwise it is class II.

If $k<\chi^{\prime}(G)$, we cannot color all edges of $G$ with $k$ colors. Therefore, it is natural to investigate the maximum number of edges that one can color with $k$ colors. A subgraph $H$ of $G$ is called maximum $k$-edge-colorable, if $H$ is $k$-edge-colorable and contains maximum number of edges among all $k$-edge-colorable subgraphs of $G$. For $k \geq 0$ and a graph $G$ let
$\nu_{k}(G)=\max \{|E(H)|: H$ is a $k$-edge-colorable subgraph of $G\}$.
Clearly, a $k$-edge-colorable subgraph is maximum if it contains exactly $\nu_{k}(G)$ edges. Observe that $\nu_{1}(G)$ is the size of a maximum matching of $G$. We will shorten this notation to $\nu(G)$.

One may think if we have a maximum $k$-edge-colorable subgraph of a graph, then by adding some edges to it, we can get a maximum $(k+1)$-edge-colorable subgraph. The tree from Figure 1 shows that this is not the case. It has a unique perfect matching, a matching covering all vertices of the graph, which contains the edge joining the two degree three vertices. However, a maximum 2-edge-colorable subgraph of it contains all its eight edges except the edge joining the two degree three vertices.


Figure 1: A tree in which the largest matching is not a subset of a maximum 2-edge-colorable subgraph.

In this paper, we deal with the exact solvability of the maximum $k$-edge-colorable subgraph problem. Its precise formulation is the following:

Problem 1 Given a graph $G$ and an integer $k$, find a $k$-edge-colorable subgraph with maximum number of edges together with its $k$-edge-coloring.
We investigate this problem from the perspective of fixed-parameter tractability. Recall that an algorithmic problem $\Pi$ is fixed-parameter tractable with respect to a parameter $\theta$, if there is an exact algorithm solving $\Pi$, whose running-time is $f(\theta) \cdot \operatorname{poly}($ size $)$. Here $f$ is some (computable) function of $\theta$, size is the length of the input and poly is a polynomial function. A (parameterized) problem is paraNP-hard, if it remains NP-hard even when the parameter is constant.

In this paper, we focus on the maximum 2-edge-colorable subgraph problem which is the restriction of the problem to the case $k=2$. We present some results that deal with the fixed-parameter tractability of this problem with respect to various graph-theoretic parameters. Parameterized complexity theory forms a very active research area. The ideas and concepts in it allow us to deepen our understanding of the hardness of algorithmic problems. They strengthen the results that the classical complexity theory provides. The main idea presented in this area is that the algorithms solving our algorithmic problems should depend not only on the size of the input (like we have in classical complexity theory), but also one or more parameters of the input. More details on parameterized complexity theory can be found in [11].

The main contributions of this paper are the following:

- ParaNP-hardness of the problem with respect to the radius, diameter and $|V|-M a x L e a f(G)$,
- Fixed-parameter tractability of our problem with respect to $|V|-\delta$, the dimension of the cycle space and $\operatorname{Max} \operatorname{Leaf}(G)$-the maximum number of leaves in a spanning tree of $G$.
- Fixed-parameter tractability of two related problems with respect to the budget $\ell$.

For the notions, facts and concepts that are not explained in the paper the reader is referred to $[11,15,38]$.

The history behind [5] and preprints in arXiv. During the review of the present paper, the editor handling paper and two referees have requested to clarify the history behind the paper [5] and the preprints in arXiv [4]. The preprints in arXiv, are just unpublished versions of our results, with the sole exception of results presented in [5]. This paper presents current author's contributions. The only result that was obtained by our combined efforts is a previous version of Lemma 3. We agreed that the author will publish the current version of the lemma where we have edge weights, and the other author will publish his even more general version later.

## 2 Motivation and related work

There are many papers where the ratio $\frac{\nu_{k}(G)}{|E|}$ has been investigated. [7, 18, 27, 28, 37] prove lower bounds for this ratio in case of regular graphs and $k=1$. For regular graphs of high girth the bounds are improved in [14]. Albertson and Haas investigated the problem in [1, 2] when $G$ is a cubic graph. See also [24], where it is shown that for every cubic multigraph $G, \nu_{2}(G) \geq \frac{4}{5}|V|$ and $\nu_{3}(G) \geq \frac{7}{6}|V|$. Moreover, [6] proves that for any cubic multigraph $G, \nu_{2}(G)+\nu_{3}(G) \geq 2|V|$, and in [24, 25] Mkrtchyan et al. showed that for any cubic multigraph $G, \nu_{2}(G) \leq \frac{|V|+2 \nu_{3}(G)}{4}$. Finally, in [21], it is shown that the sequence $\nu_{k}$ is convex in the class of bipartite multigraphs. Rizzi in [29] has shown that the above-mentioned $\frac{7}{6}|V|$ bound for cubic multigraphs can be significantly improved for graphs (without parallel edges) $G$ of maximum degree three. For such graphs $G$, it can be shown that $\nu_{3}(G) \geq \frac{6}{7} \cdot|E|[29]$.

Bridgeless cubic graphs that are not 3-edge-colorable are called snarks [9], and the ratio for snarks is investigated by Steffen in [33, 34]. This lower bound has also been investigated in the case when the graphs need not be cubic in [16, 20, 29]. Kosowski and Rizzi have investigated the problem from the algorithmic perspective [22, 29]. The problem of finding a maximum $k$-edgecolorable graph in an input graph is NP-complete for every fixed $k \geq 2$. For example, when $G$ is cubic and $k=2$, we have that $\nu_{2}(G)=|V|$ if and only if $G$ contains two edge-disjoint perfect matchings. The latter condition is equivalent to saying that $G$ is 3-edge-colorable, which is an NP-complete problem as Holyer has demonstrated in [19]. Thus, it is natural to investigate the (polynomial) approximability of the problem. In [13] for each $k \geq 2$ an approximation algorithm for the problem is presented. There for each fixed value of $k \geq 2$, algorithms are proved to have certain approximation ratios and these ratios are tending to 1 as $k$ goes to infinity. In [22], two approximation algorithms for the maximum 2-edge-colorable subgraph and maximum 3-edgecolorable subgraph problems are presented whose performance ratios are $\frac{5}{6}$ and $\frac{4}{5}$, respectively. Finally, note that the results of [13] are improved for $k=3, \ldots, 7$ in [20].

Some structural properties of maximum $k$-edge-colorable subgraphs of graphs are proved in $[6,26]$. There it is shown that every set of disjoint cycles of a graph with $\Delta=\Delta(G) \geq 3$ can
be extended to a maximum $\Delta(G)$-edge colorable subgraph. Moreover, there it is shown that any maximum $\Delta(G)$-edge colorable subgraph of a graph is always class I. Observe that this statement is not true when $G$ is a multigraph. If one considers a triangle in which each edge is of multiplicity three, then the maximum degree in it is six. An example of a maximum 6 -edge-colorable in this graph will be the triangle in which each edge is of multiplicity two. Observe that it has maximum degree four and chromatic index six. Thus, it is class II. Finally, in [26] it is shown that if $G$ is a graph of girth (the length of the shortest cycle) $g \in\{2 k, 2 k+1\}(k \geq 1)$ and $H$ is a maximum $\Delta(G)$-edge colorable subgraph of $G$, then $\frac{|E(H)|}{|E|} \geq \frac{2 k}{2 k+1}$, The bound is best possible as there is an example attaining it. See the recent paper [8], where some new results about partitioning arbitrary multi-graphs into class I subgraphs are presented.

In [17] the $k$-edge-coloring problem is considered, which is formulated as follows:
Problem 2 Given a graph $G$ and an integer $k$, check whether $G$ is $k$-edge-colorable.
There it is shown that for each fixed $k$, the $k$-edge-coloring problem is fixed-parameter tractable with respect to the number of maximum degree vertices of the input graph. Observe that the maximum $k$-edge-colorable subgraph problem is harder than $k$-edge-coloring, as if we can construct a maximum $k$-edge-colorable subgraph $H_{k}$ of the input graph $G$, then in order to see that whether $G$ is $k$-edge-colorable, we just need to check whether $E\left(H_{k}\right)=E$. If one considers the edge-coloring problem, where for an input graph $G$, we need to find a $\chi^{\prime}(G)$-edge-coloring of $G$, then in [23] it is stated that a major challenge in the area is to find an exact algorithm for this problem whose running-time is $2^{O(n)}=O\left(c^{n}\right)$. Observe that the maximum $k$-edge-colorable subgraph problem is harder than edge-coloring. If we are able to solve the maximum $k$-edge-colorable subgraph problem in time $O(f(s i z e))$, then we can solve the Edge-Coloring problem in time $O(f($ size $)) \cdot \log (|V|)$. In order to see this, just observe that we can do a binary search on $k=1,2, \ldots,|V|$, solve the maximum $k$-edge-colorable problem and find an edge-coloring of $G$ with the smallest number of colors. Here we used the fact that any graph $G$ is $|V|$-edge-colorable. See [3] for some new results on this problem.

## 3 Some auxiliary results

In this section, we present some results that will be used in obtaining the main results of the paper. Below we assume that $\mathbb{N}$ is the set of natural numbers.

Lemma 1 ([30]) Let $\Pi$ be an algorithmic problem, and let $k_{1}$ and $k_{2}$ be some parameters. Assume that there is a (computable) function $g: \mathbb{N} \rightarrow \mathbb{N}$, such that for any instance $I$ of $\Pi$, we have $k_{1}(I) \leq g\left(k_{2}(I)\right)$. Then if $\Pi$ is FPT with respect to $k_{1}$, then it is FPT with respect to $k_{2}$.

In [19], Holyer has shown that checking whether a cubic graph is 3-edge-colorable is an NPcomplete problem. For a cubic graph $G$, let $r_{3}(G)$ be defined as:

$$
r_{3}(G)=|E|-\nu_{3}(G)
$$

This parameter is introduced and investigated in [34]. In particular, there it is observed there that $r_{3}(G) \neq 1$ for any cubic graph $G$. This means that $r_{3}(G)$ can be zero or at least two, and the 3-edge-coloring problem in cubic graphs amounts to deciding which of these two cases holds. For our purposes we will consider the following restriction of 3-edge-coloring problem in cubic graphs:

Problem 3 For a fixed integer $l \geq 1$, consider a decision problem, whose input is a cubic graph $G$, in which $r_{3}(G)$ is from the set $\{0, l, l+1, l+2, \ldots\}$. The goal is to check whether $G$ is 3-edge-colorable, that is, whether $r_{3}(G)=0$.

Lemma 2 For each fixed $l \geq 1$, Problem 3 is NP-complete.
Proof: The case when $l \leq 2$ corresponds to the usual 3-edge-coloring problem in cubic graphs. Thus, we can assume that $l \geq 3$. We reduce the 3 -edge-coloring problem of cubic graphs to this problem. Let $G$ be any cubic graph. Consider a cubic graph $H$ obtained from $l$ vertex disjoint copies of $G$. Observe that $|V(H)|=l \cdot|V|$, hence $H$ can be constructed from $G$ in linear time. Now, it is easy to see that $G$ is 3 -edge-colorable if and only if $H$ is 3 -edge-colorable. Moreover, $r_{3}(H)=l \cdot r_{3}(G)$. Hence, $r_{3}(H)$ is either zero or at least $l$. The proof is complete.

We will also need the following result obtained in [24, 25]:
Theorem 1 For any cubic graph $G \nu_{2}(G) \leq \frac{|V|+2 \nu_{3}(G)}{4}$.

## 4 Main results

In this section, we present the first part of our main results about the maximum 2-edge-colorable subgraph problem. If $m$ is the number of edges of the input graph $G$, then clearly we can generate all $2^{m}$ subgraphs/subsets of $E$, and check each of them for 2-edge-colorability. In great contrast with $k$-edge-colorability with $k \geq 3$, checking 2-edge-colorability can be done in polynomial time. A subgraph $F$ of $G$ is 2-edge-colorable if and only if it has maximum degree at most two, and it contains no component that is an odd cycle. Clearly this can be checked in polynomial time. The running time of this trivial, brute-force algorithm is $O^{*}\left(2^{m}\right)$. We will refer to this algorithm as trivial or brute-force algorithm.

The first parameter with respect to which we will investigate our problem is the radius of the graph.

Theorem 2 The maximum 2-edge-colorable subgraph problem is paraNP-hard with respect to the $\operatorname{rad}(G)$.

Proof: We present a reduction from Problem 3 with $l \geq 6$. By Lemma 2 it is $N P$-complete. Let us take an arbitrary cubic graph $G$ with $r_{3}(G)$ either zero or at least $l$. Take a new vertex $z$, who is joined to every vertex of $G$. Let $G^{\prime}$ be the resulting graph (Figure 2).

Let us show that $\nu_{2}\left(G^{\prime}\right) \geq|V|$ if and only if $G$ is 3 -edge-colorable. Let $G$ be a 3 -edge-colorable. Then it admits a pair of edge-disjoint perfect matchings. Hence, these perfect matchings form a 2-edge-colorable subgraph in $G^{\prime}$. Thus, $\nu_{2}\left(G^{\prime}\right) \geq|V|$. Now, assume that $G$ is not 3-edge-colorable, hence $r_{3}(G) \geq l \geq 6$. By Theorem 1 :

$$
\nu_{2}\left(G^{\prime}\right) \leq 2+\nu_{2}(G) \leq 2+\frac{|V|+2 \cdot \nu_{3}(G)}{4}=2+|V|-\frac{r_{3}(G)}{2} \leq|V|-1
$$

since $r_{3}(G) \geq l \geq 6$. Hence, if $\nu_{2}\left(G^{\prime}\right) \geq|V|$, then $G$ is 3-edge-colorable.
Observe that in graphs $G^{\prime}$ that we obtained from $G$, we have $\operatorname{rad}\left(G^{\prime}\right)=1$ ( $z$ is of distance one from any other vertex). Thus, checking whether $\nu_{2}\left(G^{\prime}\right)=|V|$ is an NP-complete problem even when the radius is one. Thus the problem is paraNP-hard with respect to the radius. The proof is complete.


Figure 2: $G^{\prime}$ is obtained from $G$ by adding a vertex $z$ that is joined to every vertex of $G$.

Remark 1 The maximum 2-edge-colorable subgraph problem is paraNP-hard with respect to the $\operatorname{diam}(G)$.

This follows from Theorem 2, Lemma 1 and the fact that in any graph $G$, we have

$$
\operatorname{rad}(G) \leq \operatorname{diam}(G) \leq 2 \cdot \operatorname{rad}(G)
$$

In [17], it is shown that for each fixed $k$, the $k$-edge-coloring problem is FPT with respect to the number of maximum degree vertices of the input graph. As we have mentioned previously, the maximum $k$-edge-colorable subgraph problem is harder than $k$-edge-coloring. Thus, one can try to parameterize the latter with respect to the number of vertices of maximum degree. As the following theorem states, if $P \neq N P$, this is impossible.

Theorem 3 The maximum 2-edge-colorable subgraph problem is paraNP-hard with respect to the number of maximum-degree vertices.

Proof: Consider the class of graphs $G^{\prime}$ from the proof of Theorem 2. Observe that if $G$ is the complete graph on four vertices then $G^{\prime}$ has five vertices of degree four, which have maximum degree in $G^{\prime}$. On the other hand, if $|V| \geq 6$, then $z$ is the only vertex of maximum degree. Thus, the problem is NP-hard when the number of maximum degree vertices is at most five. The proof is complete.

Remark 2 Observe that in the above proof, there is no need for us to join $z$ to all the vertices of $G$. Since $G$ is cubic we can join $z$ to five vertices of $G$. This will lead to the graph $G^{\prime}$, where $z$ is the only vertex of degree five, which is maximum. All other vertices are of degree four or three. Thus, the problem remains hard even when the number of maximum degree vertices is one and the maximum degree is five.

Holyer's result [19] implies that it is $N P$-hard to find a maximum 2-edge-colorable subgraph in cubic graphs. Thus, the maximum 2-edge-colorable subgraph problem is paraNP-hard with respect to $\Delta(G)$ and $\delta(G)$. Moreover, in the proof of Theorem 2, we have $\left|V\left(G^{\prime}\right)\right|=|V|+1$ and $\Delta\left(G^{\prime}\right)=d(z)=|V|$, hence $\left|V\left(G^{\prime}\right)\right|-\Delta\left(G^{\prime}\right)=1$ in these graphs $G^{\prime}$. Thus, one can say that it is paraNP-hard with respect to $|V|-\Delta$, too. On the positive side, it turns out that

Proposition 1 The maximum 2-edge-colorable subgraph problem is FPT with respect to $|V|-\delta$.

Proof: Let $G$ be any graph. If $|V|-\delta(G) \geq \frac{|V|}{2}$, then

$$
|V| \leq 2 \cdot(|V|-\delta(G))
$$

Thus,

$$
|E| \leq|V|^{2} \leq 4 \cdot(|V|-\delta(G))^{2}
$$

Now, if we run the trivial algorithm, its running-time will depend solely on $|V|-\delta$, as we have bounded the number of edges in terms of it. On the other hand, if $|V|-\delta(G) \leq \frac{|V|}{2}$, then

$$
\delta(G) \geq \frac{|V|}{2}
$$

Thus, by Ore's classical theorem [38], $G$ has a Hamiltonian cycle $C$. Now, if $|V|$ is even, then $C$ is a 2-edge-colorable subgraph in $G$. Since in any graph $G, \nu_{2}(G) \leq|V|$, we have that $C$ is a maximum 2-edge-colorable subgraph in $G$. On the other hand, if $|V|$ is odd, then any matching in $G$ has at most $\frac{|V|-1}{2}$ edges, hence $\nu_{2}(G) \leq|V|-1$. Now, if we remove any edge from $C$, then the resulting Hamiltonian path will be a 2 -edge-colorable subgraph with $|V|-1$ edges. Hence it will be a maximum 2-edge-colorable subgraph in $G$. The proof is complete.

Remark 3 Let us note that the proof of Ore's theorem represents a polynomial time algorithm which actually finds the Hamiltonian cycle. Thus, in the second case of the previous proof, the algorithm will run in polynomial time.

Observe that in any graph $G$, we have the following relationship among vertex, edge connectivity and minimum degree:

$$
\kappa(G) \leq \kappa^{\prime}(G) \leq \delta(G)
$$

Since, the maximum 2-edge-colorable subgraph problem is paraNP-hard with respect to $\delta$, Lemma 1 implies that the problem is paraNP-hard with respect to $\kappa(G)$ and $\kappa^{\prime}(G)$. Moreover, since in any graph

$$
|V|-\delta(G) \leq|V|-\kappa^{\prime}(G) \leq|V|-\kappa(G),
$$

Proposition 1 and Lemma 1 imply that the problem is FPT with respect to $|V|-\kappa(G)$ and $|V|-\kappa^{\prime}(G)$.

It is a simple corollary of Courcelle's theorem that the maximum 2-edge-colorable subgraph problem is fixed-parameter tractable with respect to treewidth. Since the latter is bounded by $\nu(G)$ [30], we have the following:

Corollary 1 The maximum 2-edge-colorable subgraph problem is FPT with respect to $\nu(G)$.
Let $\alpha^{\prime}(G)$ be the smallest number of edges of $G$ such that any vertex of $G$ is incident to at least one of these edges. By the classical Gallai theorem [38], we have that if the graph $G$ has no isolated vertices, then

$$
\nu(G)+\alpha^{\prime}(G)=|V|
$$

Since $\nu(G) \leq \frac{|V|}{2}$, we have

$$
\nu(G) \leq \frac{|V|}{2} \leq \alpha^{\prime}(G)
$$

Thus, Corollary 1 and Lemma 1 imply that the maximum 2-edge-colorable subgraph problem is FPT with respect to $\alpha^{\prime}(G)$. Observe that isolated vertices play no role in the maximum $k$-edgecolorable subgraph problem, thus we can assume that the input graph contains none of them.

Also, observe that the parameterization with respect to $\alpha^{\prime}(G)$ can be interpreted as parameterization with respect to $|V|-\nu(G)$. One may wonder, whether we can strengthen this result, by showing that the maximum 2-edge-colorable subgraph problem is FPT with respect to $|V|-2 \cdot \nu(G)$ ? The answer to this question is negative unless $P=N P$. If a cubic graph $G$ is 3 -edge-colorable, then it must be bridgeless. Thus, by Holyer's result the maximum 2-edge-colorable subgraph problem is $N P$-hard for bridgeless cubic graphs. By the classical Petersen theorem [38], bridgeless cubic graphs have a perfect matching. Thus, in this class we have $|V|-2 \nu(G)=0$. Hence, the maximum 2-edge-colorable subgraph problem is paraNP-hard with respect to $|V|-2 \nu(G)$.

One can consider the decision version of the maximum 2-edge-colorable subgraph problem, where for a given graph $G$ and an integer $t$, one needs to check whether $\nu_{2}(G) \geq t$. It turns out that this problem is FPT with respect to $t$. In order to see this, just observe that if in the input graph $G \nu(G) \geq t$, then clearly $\nu_{2}(G) \geq \nu(G) \geq t$, hence the instance is a "yes" instance. On the other hand, if $\nu(G) \leq t$, then the FPT algorithm with respect to $\nu(G)$ (Corollary 1) will in fact be an FPT algorithm with respect to $t$ (Lemma 1).

Below we will parameterize the maximum 2-edge-colorable subgraph problem with respect to the dimension of the cycle space of a graph. Before we start, we recall some concepts. Let $B=\{0,1\}$ be the binary field. If $K$ is a subset of edges of a graph $G$, then we can consider an $|E|$-dimensional vector $x_{K}$ whose coordinates are zero and one, and for any edge $e$ of $G$, we have $e \in E^{\prime}$, if and only if $x_{K}(e)=1$. Here $x_{K}(e)$ denotes the coordinate of $x_{K}$ corresponding to $e$. The vector $x_{K}$ is usually called the characteristic vector of $K$. Observe that the characteristic vectors of all subsets of $E$ form a $|E|$-dimensional linear space over $B$. Now, let us consider the cycle space $C(G)$ of $G$, which is defined as the linear hull of all characteristic vectors that correspond to simple cycles of $G$. Clearly, the cycle space is a linear subspace of all characteristic vectors. A classical result in the area states that if $G$ is any graph with $d$ components, then the dimension of $C(G)$ is given by the following formula:

$$
\operatorname{dim}(C(G))=|E|-|V|+d
$$

An alternative way of looking at $\operatorname{dim}(C(G))$ is the following: a subset $F$ of edges of a graph $G$ is called a feedback edge-set, if $G-F$ contains no cycles. In other words, any cycle of $G$ contains an edge from $F$. It turns out that $\operatorname{dim}(C(G))$ represents the size of a smallest feedback edge-set of $G$. Moreover, there is a polynomial time algorithm that finds such a subset of edges for any input graph $G$.

For our parameterization, we will require the following lemma that we will state in a very general form. It extends the approach of [5] to the case when edges have weights, and we are seeking a maximum weighted $k$-edge-colorable subgraph. If $H \subseteq G$ is a subgraph of $G$ and $p: E(G) \rightarrow \mathbb{N}$ is an edge-weight function, then its $p$-weight is defined as

$$
p(H)=p(E(H))=\sum_{e \in E(H)} p(e) .
$$

In the maximum weighted $k$-edge-colorable subgraph problem we are searching a $k$-edge-colorable subgraph $H$ maximizing $p(H)$ together with the $k$-edge-coloring of $H$.

Lemma 3 Let $k \geq 1$ and $G$ be an edge-weighted forest with $p: E \rightarrow \mathbb{N}$. Suppose $W: V \rightarrow 2^{\{1, \ldots, k\}}$ is a function that assigns each vertex $u$ a subset $W(u) \subseteq\{1, \ldots, k\}$ of admissible colors. Then, there is a $O\left((k+1) \cdot 2^{2 k} \cdot|V|\right)$-time algorithm that finds a largest weighted $k$-edge-colorable subgraph (with respect to $p$ ) with the constraint that around every vertex $v$ appear only colors from $\{0\} \cup W(v)$.

Remark 4 We explicitly note that around a vertex multiple edges of color 0 can appear, however at most one edge of colors $1,2, \ldots, k$ can appear.

Remark 5 Note that our lemma includes the case when $W$ is given only for some subset of $V$, as for the vertices $x$ outside the subset we can always define $W(x)=\{0,1, \ldots, k\}$.

Proof: Clearly, we can assume that $G$ is a tree, as otherwise we can solve the problem on each component of the forest, and then take the union of these solutions.

Let $G(V, E)$ be an edge-weighted tree with $n=|V|$ vertices and $|E|=n-1$ edges. Assume that $W: V \rightarrow 2^{\{0,1, \ldots, k\}}$ is an assignment of the available colors for each vertex in $V$. Let $q:\{0,1, \ldots, k\} \rightarrow\{0,1\}$ be a function that is equal to 0 , if the input is the dummy color 0 , and is 1 , otherwise. Let $r$ be the root of $G$, and let $G(u)$ be the subgraph of $G$ induced by $u$ and all the descendants of $u$ in $G$.

Now, we describe a dynamic programming algorithm that finds a largest weighted $k$-edgecolorable subgraph (with respect to $p$ ) of $G=(V, E)$, that respects our constraints $W$. We call this problem $\mathcal{P} \mathcal{R}$.

In the algorithm, we compute $f(u, A)$ for each vertex $u \in V$, and for every $A \subseteq W(u)$, which is equal to the optimum value of $\mathcal{P} \mathcal{R}$ restricted to the subgraph $G(u)$, and with the additional constraint where the colors incident to $u$ are those in $A$. Since we can always take the empty subgraph as a $k$-edge-colorable subgraph, if there is no solution, we set $f(u, A)=0$. In particular, the algorithm starts from the leaves and goes up to the root $r$, and the optimal value of $\mathcal{P} \mathcal{R}$ is the maximum $f(r, A)$, for every $A \subseteq W(r)$.

If $u$ is a leaf, and $A$ a specific color subset of $W(u)$, we proceed as follows: $f(u, A)=0$, if $A=\emptyset$; and we set $f(u, A)=0$ if $A \neq \emptyset$. In fact, since there are no edges in $G(u)$ when $u$ is a leaf, there cannot be any color incident to $u$ in $G(u)$.

For each internal vertex $u$, we suppose $A \neq \emptyset$, as it is always possible to use the dummy color 0 .

If $u$ is an internal vertex with $t$ sons $\left\{v_{1}, \ldots, v_{t}\right\}$, we compute $f(u, A)$ for any subset $A \subseteq W(u)$ by using the values $f\left(v_{i}, A\right)$ for every $u$ 's son $v_{i}$. For every $i \in\{1, \ldots, t\}$, denote by $V_{i}$ the set containing the vertices in the subgraph $G(u)$ minus the vertices in each subgraph $G\left(v_{j}\right)$, with $j \in\{i+1, \ldots, t\}$. Let $G\left(V_{i}\right)$ be the subgraph induced by the vertices in $V_{i}$. For every $i \in\{1, \ldots, t\}$ we compute $h\left(u, V_{i}, A\right)$, which equals the maximum value of $\mathcal{P} \mathcal{R}$ restricted to the subgraph $G\left(V_{i}\right)$, and with the additional constraint that the colors incident to $u$ are those in $A$. If the empty subgraph is the only solution, we set $h\left(u, V_{i}, A\right)=0$. Notice that $h\left(u, V_{t}, A\right)$ is equivalent to $f(u, A)$. Now, we see how to compute $h\left(u, V_{i}, A\right)$ for every $i \in\{1, \ldots, t\}$, recursively.

If $i=1$, there is only one edge incident to $u$ in $G\left(V_{1}\right)$, i,.e., $\left(u, v_{1}\right)$. So, we can set $A=\left\{\theta\left(u, v_{1}\right)\right\}$, where $A$ contains only the color $\theta\left(u, v_{1}\right)$ from $W(u)$ assigned to $\left(u, v_{1}\right)$. We compute $h\left(u, V_{1}, A\right)$ solving the following problem:

$$
\begin{array}{ll}
\max _{C \subseteq W\left(v_{1}\right)} & f\left(v_{1}, C\right)+q\left(\theta\left(u, v_{1}\right)\right) \cdot p\left(\left(u, v_{1}\right)\right) \\
\text { subject to: } & C \cap\left\{\theta\left(u, v_{1}\right)\right\} \subseteq\{0\}  \tag{1}\\
& C \subseteq W\left(v_{1}\right)
\end{array}
$$

In fact, for a specific color $\theta\left(u, v_{1}\right)$, we get the best value $f\left(v_{1}, C\right)$ for every $C \subseteq W\left(v_{1}\right)$ that is compatible with $\theta\left(u, v_{1}\right)$. The compatibility is guaranteed by the constraint that does not allow to choose a subset $C$ (the problem's variable) that contains $\theta\left(u, v_{1}\right)$ if it is not the color 0 .

If $i \geq 2$, we calculate $h\left(u, V_{i}, A\right)$ by using the values $h\left(u, V_{i-1}, B\right)$. We solve the following maximisation problem for every non empty subset $B \subseteq W(u)$ and any color $\theta\left(u, v_{i}\right) \in W(u)$ for the edge $\left(u, v_{i}\right)$, such that $A=B \cup\left\{\theta\left(u, v_{i}\right)\right\}$, and $B \cap\left\{\theta\left(u, v_{i}\right)\right\} \subseteq\{0\}$.

$$
\begin{array}{ll}
\max _{B \subseteq W(u), C \subseteq W\left(v_{i}\right)} & h\left(u, V_{i-1}, B\right)+f\left(v_{i}, C\right)+q\left(\theta\left(u, v_{i}\right)\right) \cdot p\left(\left(u, v_{i}\right)\right) \\
\text { subject to } & C \cap\left\{\theta\left(u, v_{i}\right)\right\} \subseteq\{0\} \\
& C \subseteq W\left(v_{i}\right) \tag{2}
\end{array}
$$

The idea is that, for every $B \subseteq W(u)$, and for every $\theta\left(u, v_{i}\right)$ that are compatible, we search the subset $C \subseteq W\left(v_{i}\right)$ (the problem's variable), compatible with $\theta\left(u, v_{i}\right)$, which maximises the weight of edges with true colors in $G\left(V_{i}\right)$, that is the objective function. In the objective function, $f\left(v_{i}, C\right)+q\left(\theta\left(u, v_{i}\right)\right) \cdot p\left(\left(u, v_{i}\right)\right)$ refers to the subgraph $G\left(v_{i}\right) \cup\left(u, v_{i}\right)$, while $h\left(u, V_{i-1}, B\right)$ is the value already computed.

The time complexity to compute $h\left(u, V_{i}, A\right)$ for all the $t$ sons of an internal vertex $u$ is $O((k+$ 1) $\left.\cdot 2^{2 k} \cdot t\right)$. In fact, for $t=1$ we solve (1) for every $\theta\left(u, v_{i}\right) \in W(u)$, so at most $(k+1)$ times; at each of the $t$ steps, with $t \geq 2$, we solve (2) at most for every subset $B \subseteq W(u)$, and for every color $\theta\left(u, v_{i}\right) \in W(u)$. Since there are less than $2^{k}$ non empty subsets $B$, at most $(k+1)$ possible colors for $\theta\left(u, v_{i}\right)$, and at most $2^{k}$ subsets $C$ (the problems' variable), the time complexity for computing $h\left(u, V_{i}, A\right)$ for every $u$ 's sons, is $O\left((k+1) \cdot 2^{2 k} \cdot t\right)$. Then, this is the time complexity to compute $f(u, A)$ for an internal vertex $u$ with $t$ sons.

In conclusion, starting from the leaves, we can compute $f(v, A)$ for every internal node $v$, from the lowest level of the tree until we reach $r$. Since we need

$$
O\left((k+1) \cdot 2^{2 k} \cdot t_{v}\right)
$$

time for each internal node $v$ with $t_{v}$ sons, the total running-time will be

$$
\sum_{v \in V} O\left((k+1) \cdot 2^{2 k} \cdot t_{v}\right)
$$

which is

$$
O\left((k+1) \cdot 2^{2 k} \cdot|V|\right)
$$

as the number of edges in a tree is $|V|-1$. The proof is complete.
We are ready to obtain the next result.
Theorem 4 The maximum 2-edge-colorable subgraph problem is FPT with respect to the dimension of the cycle space.

Proof: Let $t=\operatorname{dim}(C(G))$. In polynomial time, we can find $t$ edges whose removal leave a forest. Let $F$ be this set of $t$ edges, and let $T=G-F$. Any maximum 2-edge-colorable subgraph of $G$ colors some subset of edges of $F$. Thus, we can guess this subset. The number of choices is $3^{t}$ (each edge of $F$ is either of color 1 or 2 , or 0 meaning that it is uncolored). Now, consider any of these guesses. If it contains at least three edges adjacent to the same vertex, or two edges of the same color incident to the same vertex, then we do not consider it. If it contains two edges $e$ and $f$ incident to the same vertex $z$ such that edges have different color, we remove $z$ and forbid the corresponding color on the other end-point of $e$ and $f$ in $T$. If an edge is not adjacent to any other edge in the guess, we simply remove it and forbid its color in its end-points on $T$. Having done this, we get an instance of the forest problem with constraints on vertices. By Lemma 3, we can find a largest 2-edge-colorable subgraph respecting the constraints in polynomial time. Thus, we can compare the sizes of all these 2-edge-colorable subgraphs and get a maximum 2-edge-colorable subgraph of $G$ in polynomial time. Thus, the total running-time of our algorithm is $3^{t} \cdot \operatorname{poly}(\operatorname{size})$. The proof is complete.

Remark 6 Theorem 4 can be deduced as a consequence of our observation on treewidth (see Corollary 1) and Lemma 1, since by Lemma 1 of [32], the size of the smallest feedback edge-set is an upper bound for the size of the smallest feedback set, which in its turn is an upper bound for the treewidth.

Despite this "negative" remark, we believe that our proof is interesting, as it relies on Lemma 3 which can be useful in other situations. Also note that our proof allows us to obtain an explicit expression for the running-time of the algorithm. As it is stated in the end of Section 7.4.2 of [11], obtaining the exact expression for the running-time of algorithms arising from Courcelle's theorem could be a non-trivial task. The reader is invited to take a look at the end of Section 7.4.2 of [11] for further details on this.

The strategy of the proof of Theorem 4 implies the following corollary:
Corollary 2 Let $G=(V, E)$ be a connected graph with $|E| \leq|V|+\log |V|$ edges. Then the maximum 2-edge-colorable subgraph problem can be solved in polynomial time for this type of graphs.

Proof: The proof is the same. Start with any spanning tree $T$ of $G$. Observe that the number of edges of $G$ outside $T$ is at most $\log |V|$. Guess all possible assignments of 2-colors to these edges. Since their number is at most $\log |V|$, we have that the total number of guesses in polynomial in $|V|$. For each of the guesses, via Lemma 3, we find a largest 2-edge-colorable subgraph respecting the constraints arising from the guesses in polynomial time. Thus, we can compare the sizes of all these 2-edge-colorable subgraphs and get a maximum 2-edge-colorable subgraph of $G$ in polynomial time. The proof is complete.

Using this corollary, one can show that our problem is FPT with respect to MaxLeaf $(G)$. Recall that for a connected graph $G, \operatorname{Max} \operatorname{Leaf}(G)$ is defined as the maximum number of leaves in a spanning tree of $G$. In order to derive this result, we will use the following

Theorem 5 ([12]) Let $G$ be a simple connected graph with $|E| \geq|V|+\frac{t(t-1)}{2}$ edges and $|V| \neq t+2$. Then MaxLeaf $(G)>t$ and the bound is best possible.

We are ready to prove:
Proposition 2 The maximum 2-edge-colorable subgraph problem is FPT with respect to MaxLeaf $(G)$.
Proof: Clearly, we can assume that the input graph $G$ is connected. If $|E| \leq|V|+\log |V|$, then Corollary 2 implies that we can find a maximum 2-edge-colorable subgraph in polynomial time. Thus, without loss of generality, we can assume that $|E|>|V|+\log |V|$. Observe that if we choose $t=\lfloor\sqrt{2 \log |V|}\rfloor$, then

$$
\log |V| \geq \frac{t^{2}}{2}
$$

hence

$$
|E|>|V|+\log |V| \geq|V|+\frac{t^{2}}{2}>|V|+\frac{t(t-1)}{2}
$$

Since $|V| \neq t+2=\lfloor\sqrt{2 \log |V|}\rfloor+2$ (this is true for sufficiently large $|V|$, we can solve small instances with the brute force algorithm directly), Theorem 5 implies that

$$
\operatorname{MaxLeaf}(G)>t=\lfloor\sqrt{2 \log |V|}\rfloor>\sqrt{2 \log |V|}-1
$$

or

$$
|V|<2^{\frac{(M a x L e a f(G)+1)^{2}}{2}}
$$

In other words, $|V|$ is bounded in terms of $\operatorname{Max} \operatorname{Leaf}(G)$. Thus the trivial algorithm will solve the problem in FPT time with respect to MaxLeaf $(G)$. The proof is complete.

One may wonder, whether our problem is FPT with respect to the complementary parameter $|V|-\operatorname{MaxLeaf}(G)$ ? Observe that $|V|-\operatorname{MaxLeaf}(G)=1$ if and only if MaxLeaf $(G)=|V|-1$. The latter condition is equivalent to the statement that the graph under consideration contains a spanning star. However, the latter condition is the same as having $\operatorname{rad}(G)=1$. Thus, combined with Theorem 2, we get:

Proposition 3 The maximum 2-edge-colorable subgraph problem is paraNP-hard with respect to $|V|-\operatorname{MaxLeaf}(G)$.

## 5 The maximum 2-edge-colorable subgraph problem and the method of iterative compression

In this section, we consider two problems related to the maximum 2-edge-colorable subgraph problem. Our main goal here is to show that these two problems are FPT with respect to the budget $\ell$ using the method of iterative compression as it is described in Section 4 of [11]. After obtaining these results, we present two branching algorithms and compare their running-time with the ones obtained from the method of iterative compression.

The first problem that we will consider is the following:
Problem 4 Given a graph $G$ and an integer $\ell$, is there $X \subseteq E(G)$, such that $|X| \leq \ell$ and $G-X$ is 2 -edge-colorable?

Observe that if $G$ is a cubic graph, then in order to get a 2-edge-colorable subgraph, for each vertex $v$ of $G$ we have to remove at least one edge incident to $v$. Thus, we have to remove at least $\frac{|V|}{2}$ edges. Now, observe that in cubic graphs there is a set of size $\frac{|V|}{2}$ whose removal leaves a 2-edge-colorable subgraph if and only if $G$ is 3-edge-colorable. Thus, combined with [19], we have that Problem 4 is NP-complete even for cubic graphs.

We continue with the following lemma.
Lemma 4 Consider the following decision problem: given a bipartite graph $H$ with $\Delta(H) \leq 2$, two subsets of edges $E_{1}, E_{2} \subseteq E(H)$, and an integer $\ell$. The goal is to check whether there is a subset $X \subseteq E(H)$, such that $|X| \leq \ell$ and $H-X$ has a proper 2-edge-coloring $f: E(H) \backslash X \rightarrow\{1,2\}$, such that if $e \in E_{1}-X$, then $f(e)=1$, and $e \in E_{2}-X$, then $f(e)=2$. There is a polynomial time algorithm for solving this problem.

Proof: We will actually prove that the minimization version of this problem is polynomial time solvable. Thus, we can find the smallest size of a feasible set $X$ can compare it with $\ell$. Clearly, when solving the minimization problem we can focus solely on connected graphs. Thus, $H$ is a path or a cycle. Let us start with paths. Let $E_{1} \cup E_{2}=\left\{e_{1}, \ldots ., e_{r}\right\}$. Assume that the labelling is done so that when you look at the path from left to right, the edges appear in this order. Let us define the notion of a conflict. A pair of consecutive edges $e_{j}, e_{j+1}$ forms a conflict if the length of the path between them is even and they belong to the same $E_{1}$ (or the same $E_{2}$ ) (roughly speaking their colors should be the same) or they belong to different $E_{j}$ s and their distance is odd. Observe
that this definition is meaningful even when $e_{j}$ and $e_{j+1}$ are incident to the same vertex. In this case the distance is zero, hence we have a conflict if they must have the same color.

Now the critical observation is that if one has a smallest $X$ that overcomes the conflicts, then we can always assume that $X \subseteq\left\{e_{1}, \ldots ., e_{r}\right\}$. This follows from the observation that if you have removed an edge $f$ overcoming a certain conflict, then you can remove the closest right edge from $\left\{e_{1}, \ldots ., e_{r}\right\}$. Observe that in the latter case this edge from $E_{1} \cup E_{2}$ will remove the conflict next to it, too. Thus, if we assume that $e_{i_{1}}, e_{i_{1}+1}, \ldots, e_{i_{q}}, e_{i_{q}+1}$ form consecutive conflicts, then by removing $X=\left\{e_{i_{1}+1}, e_{i_{2}+1}, \ldots, e_{i_{q}+1}\right\}$ we will get rid of all conflicts. Moreover, the feasible set $X$ will be the smallest.

Now, let us consider the case of cycles $C$. Again, we can assume that $E_{1} \cup E_{2}=\left\{e_{1}, \ldots ., e_{r}\right\}$. Moreover, we will assume the same way of labelling the edges. The conflicts will be defined in the same way (we assume some circumference order on the cycle $C$ ). Now, let us show that any two consecutive edges $e$ and $e^{\prime}$ from $E_{1} \cup E_{2}$ must form a conflict. Assume not. Let $e$ and $e^{\prime}$ be two consecutive edges such that there is no conflict between them. Consider the subpath of the cycle $C$ starting from $e$ and ending on $e^{\prime}$. Solve the optimization problem in this subpath $P$. Clearly we can extend the 2-edge-coloring of $P-X$ to that of $C-X$.

Thus, we are left with the assumption that $e_{1}, e_{2}, \ldots, e_{r-1}, e_{r}$ and $e_{r}, e_{1}$ form conflicts. Now, if $r$ is even then by taking $X=\left\{e_{2}, e_{4}, \ldots, e_{r}\right\}$ we will have that $G-X$ is without conflicts and clearly $X$ is smallest. On the other hand, if $r$ is odd, then $X=\left\{e_{2}, e_{4}, \ldots, e_{r-1}\right\} \cup\left\{e_{r}\right\}$ is a smallest feasible set. The proof is complete.

As in [11] (see Section 4), this lemma implies that the disjoint version of the problem is FPT with respect to $\ell$.

Lemma 5 In the disjoint version of the problem we are given a graph $G$, integer $\ell$ and $W \subseteq E(G)$, such that $G-W$ is 2-edge-colorable and $|W|=\ell+1$. The goal is to check whether there is $X \subseteq E(G) \backslash W$ such that $|X| \leq \ell$ and $G-X$ is 2-edge-colorable. This problem can be solved in time $2^{\ell} \cdot \operatorname{poly}($ size $)$.

Proof: The proof is similar to the ones given in Section 4 of [11]. Since the edges of $W$ cannot deleted in $G-X$, it is necessary that $G[W]$ is 2-edge-colorable. Let us consider all possible 2-edgecolorings $f_{W}$ of $W$. Clearly, their number is at most $2^{|W|}=2^{\ell+1}$. Now for each of them let $E_{1}^{W}$ and $E_{2}^{W}$ be the color classes of $f_{W}$. Let $E_{1}$ be the set of edges of $G-W$ that are adjacent to an edge from $E_{2}^{W}$. Similarly, let $E_{2}$ be the set of edges of $G-W$ that are adjacent to an edge from $E_{1}^{W}$. Observe that any edge of $E_{1}$ either has to be deleted or colored with 1 . Similarly, any edge of $E_{2}$ either has to be deleted or colored with 2. Thus, in order to solve this problem we have to solve the instance of the problem from Lemma 4 for ( $G-W, E_{1}, E_{2}, \ell$ ). Observe that the edges outside $W$ which are incident to degree-two vertices of $G[W]$, must be deleted (they must be taken in $X$ ). Also observe that by the definition of $W, G-W$ satisfies the conditions of the Lemma 4. According to the lemma, each of these $2^{|W|}=2^{\ell+1}$ instances can be solved in time poly (size). Thus, we have the desired running time. The proof is complete.

Since the disjoint version of our problem can be solved in time $2^{\ell} \cdot \operatorname{poly}(s i z e)$, we immediately have the following result as a consequence of the method of iterative compression (Section 4 of [11]):
Theorem 6 Problem 4 is FPT with respect to $\ell$ and it can be solved in time $3^{\ell} \cdot \operatorname{poly}($ size $)$.
Proof: This just follows from the method of iterative compression. See Section 4.1.1 of [11] The proof is complete.

Remark 7 There is a simple branching algorithm that leads to the running time from Theorem 6: Consider the current subgraph of the input graph. If it has a maximum degree equal to two then delete one edge in each odd cycle. This can be done in polynomial time. Otherwise, pick a vertex with the largest degree $\Delta \geq 3$. For this vertex, we need to delete almost all (at least $\Delta-2$ ) edges except two. We branch on several cases in which edges need to be deleted. It can be easily seen that the worst case is for degree $\Delta=3$, which leads to an algorithm with running-time $3^{\ell}$.

Now, we turn to the vertex-set removal version of the problem.
Problem 5 Given a graph $G$ and an integer $\ell$, is there $X \subseteq V(G)$, such that $|X| \leq \ell$ and $G-X$ is 2-edge-colorable?

It can be shown that Problem 5 is NP-complete, too. This just follows from Lemma 1,2 and Theorem 1 from [10]. The key observation from Theorem 1 there is that when the authors find an odd cycle transversal (a subset $V^{\prime} \subseteq V(H)$, such that $H-V^{\prime}$ is bipartite) of the line graph $L(G)$, they actually have that it is also gives an even 2 -factor. In other words, $L(G)-V^{\prime}$ is 2-edge-colorable.

We continue with the following lemma.
Lemma 6 Let $K$ be a graph with $\Delta(K) \leq 2$. Consider a graph $H$ obtained from $K$ by attaching maximum one pendant edge to some degree-two vertices of $K$. Assume that the resulting degree three vertices are independent, moreover, on pendant edges we have a color from $\{1,2\}$ which must be satisfied. Consider the following problem: find a smallest subset $J$ of degree two vertices of $H$ (we are not allowed to take degree-one or degree-three vertices), such that $H-J$ admits a 2-edgecoloring respecting the constraints on pendant edges. This problem can be solved in polynomial time.

Proof: Since we are solving a minimization problem, we can assume that $H$ is connected. Let us start with the case when $K$ is a path. Look at the path from left to right, and take the first two degree one vertices with constraints. Let $w_{1}$ and $w_{2}$ be these two degree one vertices. First, assume that the unique neighbor of $w_{1}$ is of degree two. Then consider the vertices $u, v$, the neighbors of the degree three vertex adjacent to $w_{2}$. Assume $u$ is between $w_{1}$ and $w_{2}$. Observe that we have to remove at least one of $u$ or $v$. Now, if the path between $w_{1}$ and $w_{2}$ does not create a conflict (see the proof of Lemma 4 for the definition of a conflict), then clearly we can just remove $v$ and solve the resulting smaller instance. On the other hand, if the path between $w_{1}$ and $w_{2}$ creates a conflict, then we need to remove a vertex between them, thus it is safe to remove $u$ and solve the remaining smaller instance. Now, assume that the neighbor of $w_{1}$ is of degree three. Then on its left there is no other conflicting edge. Thus, it suffices to remove the neighbor of the neighbor of $w_{1}$ that is between $w_{1}$ and $w_{2}$, and solve the resulting smaller instance. This allows us to consecutively solve the case of paths.

Now, assume that we have a cycle in $K$ and some pendant edges with constraints are added to it in order to obtain $H$. If there are two consecutive degree one vertices such that the path between them is not creating a conflict, then let this path be $P$. Observe that $|V(P)| \geq 3$. First assume that $P$ contains at least four vertices. Consider the unique neighbors of neighbors of $w_{1}$ and $w_{2}$, respectively, that lie outside $P$. Clearly we can remove these two vertices (because we have to remove at least one around $w_{1}$ and $w_{2}$ ), and solve the resulting problem for the resulting path, and of course we can find the coloring of $P$ satisfying the constraints because it is conflict free. On the other hand, if $|V(P)|=3$, we solve two cases of the path problem: first we remove the unique neighbor of degree-three vertices (the unique degree-two vertex of $P$ ) and find the smallest
set of vertices for the remaining path problem. Next, we remove the two vertices adjacent to the degree-three vertices that differ from the common vertex between them and solve the resulting path problem. Then we take the smaller of the two. Observe that the path instances are not reduced to multiple instances. Hence we get just two instances here.

Thus we are left with the case, that any two consecutive pendant edges of the cycle form a conflict. Now for each of the pendant edges, remove, for example, the right degree two vertex adjacent to the degree vertex. Clearly this will be a smallest set, as otherwise, if we assume that there is a smaller one, then clearly there are two consecutive pendant edges such that between them no vertex is removed, hence there can be no 2-coloring extending the constraints. The proof is complete.

Our next lemma works with the following extension of the previous problem.
Lemma 7 Let $K$ be a graph with $\Delta(K) \leq 2$. Consider a graph $H$ obtained from $K$ by adding new vertices $w$, and joining $w s$ to some vertices of $K$ with edges and adding a color from $\{1,2\}$ as a constraint. All edges adjacent to the same $w$ have the same color as a constraint. Consider the following decision problem: for this type of graph $H$ and an integer $\ell$, check whether there is a subset $X \subseteq V(K)$ (we are not allowed to take the vertices $w$ in $X$ ), such that $|X| \leq \ell$ and $G-X$ admits a 2-edge-coloring that satisfies the constraints on edges incident to $w$. This problem is FPT with respect to $\ell$ and it can be solved in time $2^{\ell(\ell+1)} \cdot \operatorname{poly}($ size $)$.

Proof: Let $Q_{1}$ be the number of those $w$ s that are adjacent to exactly one edge. Similarly, let $Q_{\geq 2}$ be the number of those $w$ s that are adjacent to at least 2 edges. Observe that we can assume that $Q_{\geq 2} \leq \ell$ as for each such vertex we have to remove at least one neighbor from $K$, thus if their total number is greater than $\ell$, the instance is a no-instance. Thus, $Q_{\geq 2} \leq \ell$. Now observe that each fixed $w$ of degree at least two, must have degree at most $\ell+1$, as if its degree is at least $\ell+2$, then at least $\ell+1$ neighbors should be removed, hence we have a no-instance. Let us call these neighbors of $w$ s as roots. Thus, each $w$ is adjacent to at most $k+1$ roots. Hence, the total number of roots is at most $Q_{1}+\ell(\ell+1)$.

Now let us guess all subsets of those $\ell(\ell+1)$ roots that are not counted in $Q_{1}$. Their number is at most $2^{\ell(\ell+1)}$. Let $R$ be such a guess. Then in the graph $H-R$ we need to check whether $d_{H-R}(w) \leq 1$ for any $w$. Also we need to have $|R| \leq \ell$. If one of these conditions is not satisfied then the guess is wrong. Now, if these conditions are satisfied then clearly we cannot have adjacent degree three vertices, as in the solution at least one of adjacent degree three vertices must be removed, and hence $R$ is not the correct guess. Thus, if this condition is also satisfied for $R$, we need to solve the instance of the problem from previous lemma and check whether a smallest subset of size at most $\ell^{\prime}=\ell-|R|$ exists. Lemma 6 guarantees that each of these instances can be solved in polynomial time. Thus, the total running-time of our algorithm will be $2^{\ell(\ell+1)} \cdot \operatorname{poly}(\operatorname{size})$. The proof is complete.

Now, we solve the disjoint version of our problem.
Lemma 8 In the disjoint version of our problem, we are given a graph $G$, integer $\ell$ and $W \subseteq V(G)$, such that $G-W$ is 2-edge-colorable and $|W|=\ell+1$. The goal is to check whether there is $X \subseteq V(G) \backslash W$ such that $|X| \leq \ell$ and $G-X$ is 2-edge-colorable. This problem can be solved in time $2^{(\ell+1)^{2}} \cdot \operatorname{poly}($ size $)$.

Proof: Observe that if the solution exists, $G[W]$ must be 2-edge-colorable. Thus, we can guess all its 2-edge-colorings. Their total number is at most $2^{\ell+1}$. Now, for each of those guesses $f_{W}$, we define the set $E_{1}$ as those edges that are adjacent to an edge of $W$ of color 2 , and similarly, let
$E_{2}$ be those edges of $G$ that are adjacent to an edge $W$ of color 1 . If an edge is both from $E_{1}$ and $E_{2}$ then we must delete its neighbor outside $W$. Now, in order to answer our problem, we need to solve the instance of the problem from the previous lemma for the graph $G-W$ with constraints on $E_{1}$ and $E_{2}$ and the parameter $\ell$. Observe that we are not allowed to touch the vertices in $W$. According to the previous lemma, each such instance can be solved in time $2^{\ell(\ell+1)} \cdot \operatorname{poly}(\operatorname{size})$. Thus the total running time for the disjoint version of our problem is

$$
2^{\ell+1} \cdot 2^{\ell(\ell+1)} \cdot \operatorname{poly}(\text { size })=2^{(\ell+1)^{2}} \cdot \operatorname{poly}(\text { size })
$$

The proof is complete.
Since the disjoint 2-vertex-coloring problem can be solved in time $2^{(\ell+1)^{2}} \cdot \operatorname{poly}($ size $)$, we immediately have the following result as a consequence of the method of iterative compression:
Theorem 7 Problem 5 is FPT with respect to $\ell$ and can be solved in time $2^{(\ell+1)^{2}+\ell} \cdot \operatorname{poly}($ size $)$.
Proof: This just follows from the method of iterative compression (see Section 4.1.1 of [11]). The actual expression that needs to be bounded is the following one multiplied with poly(size):

$$
\sum_{i=0}^{\ell}\binom{\ell+1}{i} 2^{(\ell-i+1)^{2}} \leq 2^{(\ell+1)^{2}} \cdot \sum_{i=0}^{\ell}\binom{\ell+1}{i} \leq 2^{(\ell+1)^{2}} \cdot 2^{\ell+1}=2^{(\ell+1)^{2}+\ell+1}
$$

Thus, the running time will be $2^{(\ell+1)^{2}+\ell} \cdot \operatorname{poly}($ size $)$. The proof is complete.
Remark 8 The running time in Theorem 7 is not close to the optimal. An algorithm with a smaller running-time can be obtained as follows. As in Remark 7 consider a vertex $v$ of the largest degree $\Delta \geq 3$ and branch on several possibilities which vertices in a closed neighborhood need to be deleted. If we delete $v$ we decrease the parameter by one. Otherwise, we need to delete $\Delta-2$ vertices in $N(v)$. So if $T(\ell)$ is the running of this algorithm, we will have the following recurrence for it:

$$
T(\ell) \leq T(\ell-1)+\frac{\Delta(\Delta-1)}{2} T(\ell-\Delta+2)
$$

Note that this leads to a $c^{\ell}$ algorithm with $c \leq 2$ instead of $2^{(\ell+1)^{2}+\ell}$ presented in Theorem 7.

## 6 Conclusion and future work

In this paper, we considered the maximum 2-edge-colorable subgraph problem. Our main goal was to address this problem from the perspective of fixed-parameter tractability. Our results state that this problem is paraNP-hard with respect to radius, diameter and $|V|-M a x L e a f$. On the positive side, it is fixed-parameter tractable with respect to $|V|-\delta$, the size of largest matching, the dimension of the cycle space and MaxLeaf. Moreover, it is polynomial time solvable for the graphs containing at most $|V|+\log |V|$ edges.

From our perspective the following line of research is suitable for future research. For a graph $G$, let $\tau(G)$ be the size of the smallest vertex cover of $G$. Since in any graph $\nu(G) \leq \tau(G)$, Corollary 1 and Lemma 1 imply that the maximum 2-edge-colorable subgraph problem is FPT with respect to $\tau(G)$. We would like to ask:

Question 1 Is the maximum 2-edge-colorable subgraph problem FPT with respect to $\tau(G)-\nu(G)$ ?

The classical 2-approximation algorithm for the vertex cover problem and its analysis imply that for any graph $G$, we have $\tau(G) \leq 2 \cdot \nu(G)$. This inequality means that in any graph $G, \tau(G)-\nu(G) \leq$ $\nu(G) \leq \tau(G)$. Thus, a positive answer to Question 1 will strengthen Corollary 1 and its consequence for $\tau(G)$.
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